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Abstract—Partial label learning learns from instances with weak supervision, where each instance is associated with a set of candidate
labels, among which only one is valid. Recently, dimensionality reduction has emerged as an effective preprocessing strategy to
improve generalization performance. Existing approaches mainly tackle this problem through supervised or unsupervised dimensionality
reduction. However, the former requires ground-truth labels, which are concealed in candidate label sets. Consequently, methods
in this line may suffer from overfitting due to false positive labels in candidate label set. Conversely, the latter overlooks weakly
supervised information in training instances, leading to performance degradation. In this paper, we propose an approach called partial
label Dimensionality Reduction via Adaptive Weight (DRAW) to leverage the strengths of Principal Component Analysis (PCA) and
Linear Discriminant Analysis (LDA). Specifically, our approach tends to exploit unsupervised and data-driven nature of PCA to capture
underlying structure of instances in initial stage. As the ground-truth label is gradually identified, our method increasingly relies on the
discriminative ability of LDA to enhance the separation between different classes. Through extensive experiments on diverse partial
label datasets, we validate that the proposed dimensionality reduction approach significantly improves classification performance of

well-established partial label learning algorithms.

Index Terms—Partial label learning, dimensionality reduction, linear discriminant analysis, principal component analysis.

1 INTRODUCTION

ULTI-CLASS classification has achieved great success
M in many real-world tasks such as image classification
and natural language processing [1], [2], [3], where each
object is represented as a single instance with a explicit
label. However, constrained by various factors, only limited
supervision information can be obtained from training data
in many real-world applications, where the supervision is
usually incomplete, inexact(only coarse-fined label) or inac-
curate(label noise). Weakly supervised learning focuses on
dealing with these data with limited supervision [4]. Partial
label learning is one of the popular weakly supervised
paradigms [5], [6], where each instance is associated with
a set of candidate labels among which only one is ground-
truth label [7], [8]. Partial label learning aims to induce a
multi-class classification model from training data with am-
biguous supervision. In recent years, the need to learn from
partial labeled data naturally arises in many real-world ap-
plications. For example, as shown in Fig. 1(a), in automatic
face naming, a news document treats each face detected in
the picture as an instance while those names extracted from
the corresponding caption as the candidate label set, but the
actual correspondence between the instance and candidate
labels is not unknown [9], [10]; for the crowd-sourcing data
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in Fig. 1(b), due to the difference in professional ability
of annotators, the annotation results commonly constitute
a candidate label set instead the only valid label, while
the ground-truth label resides in those labels [11]. By now,
the partial label learning has been successfully applied to
face age estimation [12], multimedia content analysis [13],
[14], ecoinformatics [15], [16], part-of-speech tagging [17] as
shown in Fig. 1(c), etc.

Formally speaking, let X = R? denote the d-dimensional
instance space and Y = {li,ls,...,l;} denote the label
space with ¢ class labels. Given the partial label training
set D = {(x;,5:) | 1 < i < m} where z; € X is a d-
dimensional feature vector (1, Z;0, . .., Tiq) ' and S; C Vis
the candidate label set associated with ;. The task of partial
label learning is to induce a multi-class classifier f : X — Y
from the training set D. In partial label learning, the basic
assumption lies in that the ground-truth label y; for x;
resides in its candidate label set S; (i.e. y; € S;) which is
inaccessible during training phase.

It is widely believed that the overfitting problem is ubiq-
uitous in machine learning, especially when dealing with
training data that contains noise. For these learning systems,
dimensionality reduction provides an effective view to im-
prove the generalization ability. In partial label learning, re-
cent work leverages the feature-induced label disambigua-
tion to recover the ground-truth labels. However, models
tend to fit false positive labels associated with samples in
candidate label sets, making it challenging to generalize to
the test data. For these partial label learning algorithms,
high-dimensional data often suffers from the curse of di-
mensionality, where the distribution of training instances
becomes sparse. At the same time, high-dimensional data
may contain noisy and redundant features, which may harm
feature-induced label disambiguation. Therefore, we aim to
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The Queen Elsa and Princess Anna in
Frozen made by The Walt Disney
Company in 2013.

(a) Automatic face naming

Annotation from user A: Monet style
Annotation from user B: Picasso style
Annotation from user C: van Gogh style

(b) Learning with partial annotations

Part of speech tagging: a process of
assigning one of the parts of speech
to the given word

(c) POS tagging

Fig. 1. Applications of partial label learning in real world. (a) In automatic face naming, names extracted from the caption serve as candidate labels
for each face detected in the image or frame in video. (b) For crowd-sourcing data, the labeling result given by annotators constitutes candidate
label set, among which only one label is valid and unknown. (c) In part-of-speech (POS) tagging, the target word with contextual features can be
defined as instance, while the possible part of speech about target word form the candidate label set.

explore dimensionality reduction to solve this problem. Be-
cause dimensionality reduction not only attains a more com-
pact representation, but also increases the sample density.
Accordingly, it is helpful to make the label disambiguation
process more accurate, and hence enhances the performance
of partial label learning algorithms. Although it is desirable
to explore dimensionality reduction in partial label learning
to improve the generalization performance, the ambiguous
supervision of partial labels limits the application of dimen-
sionality reduction algorithms, which makes partial label
dimensionality reduction rarely investigated. To the best of
our knowledge, DELIN [18] and CENDA [19] are the only
partial label dimensionality reduction algorithms. DELIN
adapts LDA technique to maximize the between-class co-
variance matrix while minimize the within-class covariance
matrix. CENDA employs the Hilbert-Schmidt Independence
Criterion (HSIC) to maximize the dependence between the
feature space and label information. However, in essence,
DELIN and CENDA directly treat partial label dimensionality
reduction as supervised learning, thus, the algorithm may
suffer from overfitting due to the false positive labels in
candidate label set.

To solve the potential drawbacks of DELIN and CENDA,
we attempt to decrease the impact of overfitting caused
by the ambiguous supervision in partial label learning
via adaptive combination of unsupervised and supervised
dimensionality reduction. On the one hand, supervised
dimensionality reduction needs explicit supervision, how-
ever, partial label learning usually suffers from overfitting
due to the the ambiguous supervision. Unsupervised di-
mensionality reduction is not affected by the quality of
supervision information for its unsupervised nature, thus,
unsupervised dimensionality reduction is helpful to reduce
the impact of overfitting. On the other hand, unsupervised
dimensionality reduction induces projection matrix by only
global structure in feature space without supervision infor-
mation, accordingly, its effectiveness is susceptible to the
changement of scales, supervised dimensionality reduction
is helpful to improve the stability of unsupervised one due

to the supervised nature. To better exploit both of these
two kind of dimensionality reduction methods, we propose
a unified partial label dimensionality reduction approach
named DRAW, i.e., partial label Dimensionality Reduction via
Adaptive Weighting. DRAW combines the supervised and un-
supervised dimensionality reduction in adaptive manner to
dynamically balance the contribution of this two strategies.

Specifically, linear discriminant analysis (LDA) [20] is a
popular algorithm for supervised dimensionality reduction,
while principal component analysis (PCA) [21] is a typical
algorithm of unsupervised dimensionality reduction. DRAW
combines the above two methods in a unified framework to
identify the projection matrix with adaptive weight, which
can diminish the impact of noisy labels on identifying
the projection matrix when ground-truth label is not clear.
With the confirmation of ground-truth label, the weight
of supervised dimensionality reduction gradually increases.
In each iteration, DRAW alternates between dimensionality
reduction and candidate label disambiguation. Comprehen-
sive experiments conducted on real-world and synthetic
partial label data sets validate the effectiveness of DRAW
to improve the generalization performance of the state-of-
the-art partial label learning algorithms.

The rest of this paper is organized as follows. Section 2
briefly reviews the related work on partial label learning and
dimensionality reduction. Section 3 presents the technical
procedure of proposed approach DRAW. Section 4 reports
the detailed experimental setting and comparative results
of experiments. Finally, Section 5 concludes and indicates
future work.

2 RELATED WORK

Partial label learning [22], [23] learns from training ex-
amples with ambiguous supervision, where the ground-
truth label is concealed in the candidate label set, while
it is inaccessible during training phase. Therefore, partial
label learning can be regarded as a emerging weakly su-
pervised learning paradigm, other well-established weakly
supervised learning frameworks include multi-label learning
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[24], semi-supervised learning [25], multi-instance learning [26],
active learning [27] and multi-instance multi-label learning [28].

To clarify them clearly, we lay out the corresponding
learning scenarios. Multi-label learning learns from training
data where each instance is assigned to multiple valid labels,
while for partial label learning, only one is valid. In semi-
supervised learning, the instance is unlabeled or assigned
to explicit labels, while in partial label learning, the super-
vision is ambiguous. In multi-instance learning, the training
data is composed of multiple bags where each one contains
multiple instances, and the label is assigned at the level of
bag, while in partial label learning, the label is assigned
to instance. Active learning allows for human intervention,
which assumes that there is an ‘oracle’, such as a human
expert, the ground-truth label of unlabeled examples can
be queried from the oracle, while in partial label learning,
human intervention is not involved. Multi-instance multi-
label learning [29], [30] is a generalized framework of multi-
instance learning and multi-label learning.

Partial Label Learning. The main difficulty for partial label
learning resides in that the only ground-truth label is con-
cealed in the candidate label set. Accordingly, disambigua-
tion [31], [32] serves as an intuitive approach, which aims to
identify the ground-truth label from the candidate label set.
In general, disambiguation is commonly achieved by two
main strategies, namely, averaging-based disambiguation
[33], [34] and identification-based disambiguation [35], [36],
[37]. Following averaging-based disambiguation, each label
in candidate label set is treated equally, and the prediction
is made by averaging the model outputs on each candi-
date label. For parametric model g(z), the averaged output
over candidate label set ﬁ > yes, 9y(®i) is distinguished
from the outputs from non-candidate labels [38], i.e. g, (x;),
where y ¢ S;. Despite the averaging-based disambiguation
is intuitive, the output of ground-truth label is prone to
be overwhelmed by the false positive labels in candidate
label set. Consequently, another strategy is to identify the
ground-truth label. Following this strategy, identification-
based disambiguation treats the ground-truth label as a la-
tent variable, and the Expectation Maximization (EM) proce-
dure is applied to refine the estimation of latent variable via
optimizing the objective function in iterations. Generally, the
objective function is defined based on the maximum likeli-
hood criterion log(3_, ¢, P(y|i, €)) or maximum margin
criterion maxy, s, f(xi,y;) —mazxy, ¢s, f (i, yx ). However,
for identification-based disambiguation, the recovering label
might turn out to be a false positive label rather than the
ground-truth one.

Contrary to disambiguation, disambiguation-free meth-
ods adapt popular learning techniques to solve partial label
problem directly. Generally, the partial label data set D is
converted into binary classification data sets by exploring
the explicit opposite relationship between candidate labels
and non-candidate labels ) \ S;. After, multi-class classifier
f + X — )Y is directly induced from the converted data
set. Error-correcting outputs code (ECOC) [39] treats the
candidate label set \S; as a entirety, and the partial label
instance is regarded as positive or negative if \S; entirely
falls into the coding dichotomy of ECOC coding matrix.
Similarly, binary decomposition mechanism [40] takes the
label pair (y;,yx) to induce classifier, where the following

constraint must be satisfied: y; € S; and y, € Y\ S;.

Existing works mainly focus on the manipulation on
label space. As an effective method to improve the gen-
eralization ability of learning algorithms, dimensionality
reduction exploits the manipulation on feature space [41].

Dimensionality Reduction. Depending on whether the la-
bel information is used, dimensionality reduction can be
classified into two categories, namely, unsupervised and su-
pervised. For unsupervised dimensionality reduction [42],
PCA is a representative algorithm, which identifies the
projection matrix by maximizing the variance of projected
data. There are some classic methods for manifold learning
that can be used for dimensionality reduction, including
isometric mapping (ISOMAP) [43], locally linear embed-
ding (LLE) [44], Laplacian Eigenmaps (LE) [45] and locality
preserving projection (LPP) [46]. Metric embedding has
also been extensively studied in the past few decades. For
example, Lipschitz embedding [47], [48] maps data points
into a lower-dimensional metric space by leveraging a set
of pivot points to approximate the distance in source metric
space. Bourgain theorem further proves that every metric
space can be embedded into a nice normed space with only
a logarithmic loss in distortion. Tree embedding aims to
embed the points into a spanning tree, and Hierarchically
Separated Tree (HST) is a popular data structure to embed
the original metric space into a tree-based metric space
[49], [50], [51]. Among them, dynamic programming-based
method is designed to reduce the time and space complexity
in construction, and Hierarchically Separated Forest (HSF) is
further proposed to adapt the insertion of new points [49].
Additionally, DCsam strives to reduce the time complex-
ity and ensure the distortion bound [50]. For partial label
learning, the supervision from partial label instances is more
rich in semantic against unsupervised instances. Accord-
ingly, unsupervised dimensionality reduction algorithms
completely ignores the supervision from candidate labels,
which may result in degraded classification performance.

For supervised dimensionality reduction, LDA is a rep-
resentative algorithm, which identifies the projection matrix
by maximizing the intra-class similarity and minimizing
the inter-class similarity simultaneously. Some advances on
supervised dimensionality reduction have been studied in
the past few decades, such as canonical correlation analysis
(CCA), partial least square (PLS), latent semantic indexing
[52], etc. In multi-class learning and multi-label learning, di-
mensionality reduction has been widely investigated, where
the instance is assigned to one or multiple valid labels.
Therefore, due to the limitation of ambiguous supervision,
for partial label learning, dimensionality reduction is rarely
investigated. To the best of our knowledge, DELIN [18] and
CENDA [19] are the only dimensionality reduction algo-
rithms that adapt partial label learning framework. Aiming
at the candidate label set, DELIN adapts LDA technique
to induce the projection matrix via confidence label vector
instead of explicit label. Similarly, CENDA employs the
Hilbert-Schmidt Independence Criterion (HSIC) to derive
projection matrix via confidence-based label.

Regardless of DELIN and CENDA, they attempt to adapt
supervised dimensionality reduction to partial label learn-
ing, which ignores the impact of false positive labels in
candidate label set. Therefore, DRAW identifies the projec-
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tion matrix via combining the supervised and unsupervised
dimensionality reduction via adaptive weight. Specifically,
in the initial stage, the supervised dimensionality reduc-
tion is easy to be misled by the false positive labels, and
the unsupervised dimensionality reduction is helpful to
mitigate it. In the iterative process, the ground-truth label
is gradually identified, and the reliability of supervision
information increases step by step. Accordingly, we adjust
the weight to balance the contribution of unsupervised
dimensionality reduction and supervised one adaptively.
Finally, the supervised dimensionality reduction dominates
the induction of projection matrix.

3 THE PROPOSED APPROACH

Dimensionality reduction focuses on finding a projection
matrix P = [p1,ps,...,par] € R™? (d < d), which
maps the training data X = [x1,®2,...,Zm] € RAxm
with d-dimension features into the projected feature space
with d’-dimension features, X’ = PTX. In the machine
learning community, both supervised and unsupervised di-
mensionality reduction setting have been extensively stud-
ied. In the context of partial label learning, we attempt to
combine strategies from both of these two settings to ad-
dress the ambiguous supervision. Specifically, we consider
two representative methods, namely Principal Component
Analysis (PCA) for unsupervised dimensionality reduction
and Linear Discriminant Analysis (LDA) from supervised
dimensionality reduction. Before introducing our approach,
we provide a brief overview of these two methods.

3.1 Preliminaries

Principal Component Analysis (PCA). As a widely-used
unsupervised dimensionality reduction method [53], [54],
PCA aims to find the maximum-variance direction of train-
ing data, and the optimization objective of projection matrix
can be expressed in the following form:

tT(PTStP)
PPY4 = arg max [ 1
PEngXd’ tr(PTI,P) W
where I; € R4 is an identity square matrix, P denotes the

projection matrix, and S; is the total scatter matrix, which is
shown as below:

Si=Y (@i—p(xi—p' 2)
=1

where x; is the i-th instance vector with d dimensional
features, p is the global mean vector of all data points, which
is specified as:

ZZ,;1 T

== ®)
m

According to the above definition, it is easy to find that
PCA only refers to data points without label information.
Therefore, without adjustment, it can naturally be used to
induce the projection matrix from partial label data, and
map the data from original feature space into the projected
feature space. Nonetheless, PCA completely ignores the
weakly-supervised information from candidate label set of
partial label data, which may result in degraded classifica-
tion performance.

4

Linear Discriminant Analysis (LDA). Compared with PCA,
LDA is a popular supervised dimensionality reduction tech-
nique. Given the multi-class data set D = {(z;,Y;) | 1 <
it < m}, where x; € X is a d-dimensional feature vector
(w1, Ti2, ..., Tiq)" and Y; € Y is the corresponding ground-
truth label of x;.

LDA aims to maximize the generalized Rayleigh quo-
tient between the between-class scatter matrix and within-
class scatter matrix, i.e. maximizing the between-class co-
variance while minimizing the within-class covariance.

Let Sy and S, represent the between-class scatter matrix
and within-class scatter matrix respectively as follows:

q
Se = Y nj-(pi—p)(p—p)" “)
i—1

where n; is the number of labeled instances with label j,
p denote the global mean vector, and the p; is the mean
vector from the instances with /;.
m
Sw = Y > (@i —m)(wi—py)’ 5)

j=11i=1

Obviously, the total scatter matrix in Eq.(2) is equal to the
sum of between-class scatter matrix and with-class scatter
matrix,

St = Sw + Sb (6)

Note that the total scatter matrix is consistent with PCA.
Based on the above scatter matrix, the optimization
objective of LDA is defined as:

PLDA

@)

= arg max

{tr(PTSbP) ]
PcRdxd’

tr(PTS,P)

According to the above definitions, LDA requires the
ground-truth label to determine the between-class and
within-class scatter matrix. However, the ground-truth label
is concealed in the candidate label set for partial label
learning, which is unknown in training stage. Therefore,
LDA may suffer from overfitting due to the false positive
labels in candidate label set.

3.2 A Unified Dimensionality Reduction Framework

As shown in Eq. (1) and (7), despite of the different formula-
tions of PCA and LDA, their objective functions are highly
similar to each other, which makes it possible to combine
them. In particular, the optimization objective functions of
PCA and LDA can be formulated in a unified framework:

tr(PTBP)}

tr(PTCP) ®)

P°P! = arg max [
PeRrdxd’
where B and C are two matrices which are identified
according to the definition of specific dimensionality re-
duction algorithms. Specifically, we can define the between-
class and within-class scatter matrix as shown in the follow-
ing equations:

(1 — a)Sb + Oést (9)

(1—a)S, + aly (10)
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TABLE 1
The pseudo-code of DRAW.

Inputs:

D:  the partial label training data set {(z;,S;) | 1 <i < m} (X € R, Y = {l1,la,...,lg},xi € X,5; C V)
d: the number of dimension after dimensionality reduction

k: the number of nearest neighbors used for candidate label disambiguation

a: the trade-off parameter to balance LDA and PCA

s the decay parameter to control the speed to decrease the weight of PCA

Outputs:

P:  theinduced d x d’ projection matrix via the proposed approach DRAW

D’:  the transformed lower-dimensional partial label training set {(x},S;) | 1 < i < m}

Process:

1: Initialize the m X q label confidence matrix F according to Eq.(12);
2: Cascade the training data into the instance matrix X = [@1, @2, . ..
3: Calculate the global mean vector p according to Eq.(3);

4: repeat

7wm];

5:  Calculate the class-wise mean vector p; (1 < j < ¢) according to Eq.(15);
Induce the total scatter matrix S; and between-class scatter matrix S; according to Eq.(2) and Eq.(14) respectively;

6
7:  Form the projection matrix PP*" = arg max, craxd’ [
8

Solve the problem of Eq.(11), and derive the projection matrix P = [p1,p2,...

the top d’ eigenvalues via Eq.(16);

tr(PTs,P) ]
(1—a)tr(PTS,P)+a-tr(PTI4P) |’

,Pqr] by concatenating the eigenvectors corresponding to

9:  Map the partial label training data into lower-dimensional feature space D’ = {(z}, S;) | =} = PTa;,1<i<m};

10:  for i=1 to m do
11: Identify the k-nearest neighbors of «/ in D’ as N (x});

12: end for

13:  Calculate the m x m weighted matrix W via kNN aggregation according to the manifold structure in feature space and label space via

Eq.(17);

14:  Derive the updated label confidence matrix F/ according to the weight matrix via Eq.(19) and Eq.(20);

15:  Assign F =F/;

16:  Adjust the value of trade-off parameter « via decay constant as o = « - s;

17: until convergence

18: Return the learned partial label projection matrix P and transformed lower-dimensional partial label data set D’.

where a € [0, 1] is the trade-off parameter to balance the
weight between PCA and LDA. When a = 0, Eq. (8) is
reduced to LDA, while taking o« = 1 Eq. (8) is equivalent
to PCA. Here, we can simplify the formulation by realizing
B as S;. Accordingly, the objective function of our unified
dimensionality reduction framework DRAW can be repre-
sented as follows:

tr(PTS,P)

PDRAW
(1-a) - tr(PTS,P) + - tr(PT1;P)

(11)

= arg max
PecRdxd’

In Fig. 2, we compare the performance of our framework
with different forms. It is shown that the simplified form
achieves more stable performance than the above form that
takes B by Eq. (9).

Due to the lack of label assignment, in our framework,
a generated label confidence matrix F = [f1; fo;...; fin] €
R™*4 is used instead to compute S,, and S;. The value
of element f;; reflects the confidence on that label [; is
the ground-truth label for instance x;, which satisfies the
constraint, >3%_, fij = 1 fori € [1,2,...,m].

Our dimensionality reduction method performs as a
iterative procedure, thus the label confidence matrix F can
be dynamically generated during different iterations. In the
initial stage, the label confidence vector is initialized with
equal confidence for each label in candidate label set as

°

em = A = ke -

Classification accuracy
°

110 20 3 40 5 6 70 8 90 110 20 3 40 50 6 70 8 9
T (number of iterations) T (number of iterations)

(a) PL-KNN (b) IrAL

Fig. 2. The classification accuracy coupled with different objective
functions in dimensionality reduction on Lost, where B = Sy,
c” = S, while the corresponding objective function is PPR4Y (yellow),
Port(green) and PLPA(blue). (a) PL-KNN coupled with PLDA  popt
and PPRA% via objective function in Eq.(7), Eq.(8) and simplified objec-
tive function in Eq.(11). (b) IPAL coupled with PLDA port gnd PPRAW,

follows,

‘Sflil, 1fl] € s;

0, otherwise

Vi<i<m,1<j<q: fij:{ 12)

Accordingly, based on the label confidence matrix F, the
within-class scatter matrix and between-class scatter matrix
are defined as:
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Su = D3 fu (@i — )i —p)T  (13)

j=1i=1

q m
S = > (Z fz‘j) (g =) (g — )" (14)

j=1 \i=1

where the p; is induced as:

o Xt fum 15
H it fig 1>

With the new definition of S,,, Sy and the optimization
objective in Eq.(11), the projection matrix P can be solved
by the following generalized eigenvalue problem:

(((1 —a)S, +aly) Sb) Pi = Aipi (16)
where )\; and p; represent the eigen value and the corre-
sponding eigen vector respectively. According to the sorted
result of eigen values in descending order, DRAW selects the
top d’ eigen values, while the corresponding eigen vectors
form the projection matrix P for DRAW.

As shown in Eq.(13) and Eq.(14), the reliability of the
labeling confidence directly affects the induction of projec-
tion matrix P, at the same time, the identification of ground-
truth label is a iterative process in gradual. Therefore, DRAW
alternates between dimensionality reduction and candidate
label disambiguation.

In the iterative process, on one hand, the projection ma-
trix of DRAW is optimized by disambiguation-guided label
confidences. On the other hand, the labeling confidences are
disambiguated by leveraging the manifold structure in the
label space and DRAW-induced feature space. Finally, pro-
jection matrix represents the instances with more compact
feature vectors to alleviate the curse of dimensionality and
decrease the risk of overfitting.

3.3 Recovering Label Confidence via Disambiguation

Based on the induced projection matrix P, a new partial la-
bel data set D' = {(x}, S;) | 1 <i < m} with d’ dimensions
in projected feature space is deduced from D = {(x;, S;) |
1 <4 < m} with d dimensions in the original feature space,
where ;. = P"x;. As shown in Eq.(13) and Eq.(14), label
confidence vector affect the quality of induced projection
matrix in DRAW, thus, to acquire a more accurate projection
matrix, the label confidence matrix is updated according to
the manifold structure in the projected feature space and
label space in each iteration.

Specifically, given the new partial label data set, we
construct the similarity matrix via the weighted graph
G = (V, E, W) to characterize the manifold structure in pro-
jected feature space and label space simultaneously, where
V = {z}|1<i<m} corresponds to the set of vertices,

E = {(:c;,m;) | z; € KNN(x}),i ;éj} describes the set
of edges from x to z’ iff =] belongs to the k-nearest
neighbors of /.. Moreover, W € R™*™ matches with the

non-negative weight matrix, where w;; = 0 if (x}, z}) ¢ E.

6

For the new partial label data set, the optimal weight matrix
can be induced as follows:

m
min SNfi— D, wufills
j=1 (z),@;)EE
m
+ oy M= Y w3
j=1 (z},x;)EE

st. W'1, =1,, (17)

where f; corresponds to the label confidence vector of the
instance /.

For each instance, the similarity vector is independent
with others, i.e. each column of similarity matrix W is inde-
pendent individually. Therefore, we optimize the similarity

vector one by one, and furthermore, the problem on instance
!/

x; can be rewritten as follows according to Eq.(17):
min [ f; - > wifill
7 (z),x})EE
+ = > w3
(m;,m; )EE

st. Wik, =1 (18)

where W _; denotes the elements in the j-th column, the
value reflects reconstruction weights for instance x’ and
label confidence vector f;.

After inducing the weight matrix W, we update the
label confidence matrix according to the aggregation of k
nearest neighbors via W. Specifically, for label confidence
vector f; = [fi1, fir, -+, fiql, the updated label vector f; is
calculated as follows:

fz‘/:fH— Z

Wi f; (19)

where N, represents the k nearest neighbors of instance
x; in lower dimensional feature space, W;; reflects the
influence for ', on ;. Then, the updated label confidence
matrix F’ is normalized, which ensures the sum of label
confidence vector to 1 for each instance, while set the non-
candidate labels to be zero.

fi; . _
Sea Tl if i; € 5;

V1§i§m71§j§q:Fi’j: .
0, otherwise
where F’ corresponds to the updated label confidence
matrix, and for each instance, the label confidence vector
satisfies constraints V1 < i <m, 1 < j < ¢, Fj; > 0 and
q —
=1 Fi =1

3.4 Gradually Induced Discriminant Analysis

In the initial stage, as shown in Eq.(12), the label confidence
vector is initialized with equal value for each label in candi-
date label set. Obviously, the label confidence vector cannot
distinguish between the ground-truth label and false posi-
tive labels in candidate label set. Therefore, the supervised
dimensionality reduction is easy to be misled by the false
positive labels, which would make the training procedure
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suffer from overfitting. Thus, we expect our DRAW rely less
on this inaccurate supervision in the initial stage.

At the same time, it is worth noting that the identification
of ground-truth label is a iterative process, and hence the
reliability of supervision information increases step by step.
In this procedure, the quality of label confidence directly
affects the induction of projection matrix P as shown in
Eq.(13) and Eq.(14). To better combine supervised and un-
supervised dimensionality reduction, we employ a adaptive
process to dynamically balance the contribution of PCA and
LDA. In particular, DRAW adjust o with decay parameter
s, e, ap = 41 - 8, where s (0 < s < 1) controls the
speed to decrease the weight of PCA, and ¢ is the number of
iterations.

Obviously, with the process of iteration, the weight of
LDA gradually increases while the weight of PCA decreases
in calculating projection matrix. As the number of iterations
increases, LDA will gradually dominate in the identification
of projection matrix. A special case when the decay s = 1,
the adaptive weight is ablated, as shown in Fig. 5, compared
with 0 < s < 1, on Lost, the partial label learning algo-
rithms coupled with DRAW via adaptive weight achieves
superior performance than the one with fixed value on s,
which demonstrates that the adaptive weight fits in the
characteristics of dimensionality reduction on partial label
learning.

Table 1 characterizes the pseudo code of proposed algo-
rithm DRAW, which firstly initializes the label confidence
matrix F and instance matrix based on the partial label
training data set (Steps 1-2). Then, the global mean vec-
tor is calculated via the instance matrix (Step 3). After
that, an iterative procedure alternates between recovering
label confidence (Steps 10-15) and dimensionality reduction
(Steps 5-8) is conducted. In each iteration, DRAW induces
the projection matrix according to the guideline of label
confidence matrix, while the partial label disambiguation
is executed by leveraging the manifold information in label
space and lower-dimensional feature space via projection
matrix P. In this process, DRAW adjusts the weight of PCA
and LDA with an adaptive weight decay scheme (Step 16).
The iterative procedure terminates if the projection matrix
P remains unchanged or the number of iterations reaches
the maximum. Finally, the transformed partial label training
data set D’ with d’-dimensional features (Step 18) is utilized
to induce the classification model f : X’ — ). Furthermore,
for unseen instance x;, the model makes the prediction as

4 EXPERIMENTS
4.1 Experimental Setup
4.1.1 Comparing methods

To evaluate the effectiveness of the proposed partial label di-
mensionality reduction approach, we integrate DRAW with
state-of-the-art partial label learning algorithms. To the best
of our knowledge, CENDA and DELIN are the only dimen-
sionality reduction methods towards partial label learning.
CENDA employs the Hilbert-Schmidt Independence Crite-
rion to derive the projection matrix via confidence-based
dependence maximization. DELIN adapts LDA to induce
the projection matrix via the label confidence vector instead

7

explicit label assignment, and hence it is also used as a adap-
tive LDA as baseline dimensionality reduction algorithm.
Apart from DELIN and CENDA, since DRAW combines the
strengths of PCA and LDA, we also include PCA as a
baseline dimensionality reduction method for comparison
purposes.

For each partial label learning algorithm £, the coupled
versions with different dimensionality reduction methods
are denoted as £L-PCA, £L-DELIN, L-CENDA and £-DRAW re-
spectively. Consequently, the classification model is derived
from the lower-dimensional partial label training set, which
is transformed via the projection matrix induced by PCA,
DELIN, CENDA and DRAW individually. The performance of
L-DRAW is compared against £-PCA, £-DELIN, £-CENDA
and L respectively, which can verify the effectiveness of
proposed dimensionality reduction approach DRAW in im-
proving the generalization ability of partial label learning
algorithms.

In this paper, we instantiate £ using five well-established
partial label learning algorithms, and their parameter con-
figurations are set based on the recommendations provided
in the corresponding literature.

e PL-KNN [66]: an averaging-based partial label learn-
ing algorithm, which makes the prediction for un-
seen instance by weighted voting on the candidate
labels from £NN instances (parameter configuration:
k=10).

e PL-svM [67]: an identification-based partial label
learning approach which induces the classification
model by adapting the maximum margin to the can-
didate label set S; and non-candidate label set Y\ S;
(parameter configuration: regularization coefficient
pool with {1073, ..., 103}).

o IPAL [36]: a disambiguation-based partial label learn-
ing algorithm, which determines the valid label from
candidate label set via label propagation on weighted
graph based on KNN instances (parameter configu-
ration: k=10, balancing coefficient oo = 0.95).

e SURE [68]: a self-training partial label learning algo-
rithm, under proper constraints, which unifies the
training of classification model and the identification
of pseudo label jointly into one formulation. Partial
label learning is transformed into a convex-concave
optimization problem (parameter configuration: reg-
ularization coefficients A = 0.3, 3 = 0.05).

e PL-AGGD [16]: a adaptive graph guided disambigua-
tion algorithm towards partial label learning, which
jointly performs the graph construction, classification
model training and partial label disambiguation in
a framework. Then, alternative optimization is uti-
lized to tackle this problem (parameter configuration:
k = 10 and balancing coefficients ;1 = 1, v = 0.05).

As shown in Table 1, for DRAW, « balances the contri-
bution between supervised dimensionality reduction and
unsupervised dimensionality reduction. At the same time,
the decay parameter s is employed to control the pace in
adjusting «. In this paper, considering that the ground-
truth label is concealed in the candidate label set, while it
is gradually identified during the disambiguation process,
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TABLE 2
Characteristics of the synthetic partial label data sets.

Data Set # Examples  # Features  # Class Labels  # False Positive Labels (r) Task Domain
mediamill 2,854 120 10 r=1,2,3 video semantic detection [55]
tmc2007 8,670 981 18 r=1,2,3 text anomaly detection [56]
slashdot 3,142 1,079 19 r=1,2,3 text classification [57]
amazon 1,500 1,326 50 r=1,2,3 authorship identification [58]
DeliciousMIL 1,409 1,389 20 r=1,2,3 sentence labeling [59]
bookmark 2,500 1,413 57 r=1,2,3 automatic tag suggestion [60]
sports 9,120 1,738 19 r=1,2,3 human activity recognition [61]
sector 6,412 6,104 105 r=1,2,3 text classification [62]
TABLE 3
Characteristics of the real-world partial label data sets.
Data Set # Examples  # Features # Class Labels average # Candidate Labels Task Domain
FG-NET 1,002 262 78 7.48 facial age estimation [63]
Lost 1,122 108 16 2.23 automatic face naming [34]
MSRCv2 1,758 48 23 3.16 object classification [11]
Mirflickr 2,780 1,536 14 2.76 web image classification [64]
BirdSong 4,998 38 13 2.18 bird song classification [15]
Soccer Player 17,472 279 171 2.09 automatic face naming [65]
Yahoo! News 22,991 163 219 1.91 automatic face naming [9]
thus, the parameters are set as « = 0.5 and s = 0.95 For each partial label learning algorithm, £ &
respectively. {PL-KNN, PL-SVM, IPAL, SURE, PL-AGGD}, £L-DRAW is com-
pared against £-CENDA, £-DELIN, £L-PCA and £, and the
4.1.2 Implementation best classification performance is shown in boldface. Fig.

Our implementation is based on Matlab, and a windows
server equipped with Intel i7-8700 CPU (@3.20GHz) and
40GB memory is used to support the experiments. For
Oxford Flowers 102, Flowers recognition and Caltech-101,
we employ GoogleNet as the backbone neural network to
extract features. In the following subsections, for each data
set, ten-fold cross-validation is performed, while the mean
and standard deviation of prediction accuracy are recorded.

4.2 Synthetic Data Sets

Following the widely-used protocal in partial label learning
studies [69], [70], the synthetic partial label data sets are
generated from multi-class data sets via different configu-
ration. Specifically, r is a parameter to control the number
of false positive labels added in the candidate label set .S;.
For each multi-class instance (x;, y;), it is transformed into a
partial label instance (x;, S;) by concealing the ground-truth
label y; into r false positive labels P", which are randomly
selected, ie. S; =y; UP" and | S; |=r + 1.

Table 2 summarizes the characteristics of synthetic par-
tial label data sets used in this paper, where the 7 is set as
{1, 2, 3} respectively. Accordingly, the detailed experimental
results over synthetic data sets on each comparing algo-
rithms are reported in Table 7, Table 8 and Table 9. These
tables are shown in the number of false positive labels in
ascending order (r € {1, 2, 3}).

3 presents the classification accuracy of each partial label
algorithm before and after employing four dimensionality
reduction methods (PCA, DELIN, CENDA and DRAW) on
sports and DeliciousMIL. Moreover, pairwise t-test at
0.05 significance level is conducted to show whether the
performance difference between two comparison methods
is significant in statistics, which includes £-DRAW and L-
CENDA, L£L-DRAW and L-DELIN. The results are recorded
in Table 6, which shows the win/tie/loss counts between
L-DRAW and different dimensionality reduction methods
on each partial label learning algorithm. Based on these
comparative results, the following observations can be con-
cluded:

o Compared with partial label learning algorithms £,
across all the 120 statistical comparison cases (8 data
sets x 3 configurations x 5 algorithms), £-DRAW
achieves superior performance against £ in all cases
after employing the proposed dimensionality reduc-
tion approach DRAW.

o Compared with the classification results achieved
via partial label learning algorithms coupled with
a single PCA, £-DRAW achieves better classification
performance with a pretty large margin over 100%
cases.

o Compared with the existing partial label dimension-
ality reduction method CENDA, £-DRAW achieves
better classification performance against £-CENDA
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TABLE 4

Classification accuracy (mean =+ std) of each comparing algorithm on real-world partial label data sets. For partial label learning algorithm
L € {PL-KNN, PL-SVM, IPAL, SURE, PL-AGGD}, the performance of £-DRAW ,£-DELIN and £-CENDA are compared against that of £, where the
best performance is shown in bold face.

Comparing Algorithm Data Set
Lost FG-NET Mirflickr ~ Yahoo! News Soccer Player BirdSong MSRCv2
PL-KNN 0.359£0.032 0.038+0.011 0.49940.023 0.413+0.005  0.4934+0.004 0.64840.017 0.437+0.022
PL-KNN-PCA 0.241£0.033 0.040+0.021 0.48540.024 0.413+0.005  0.4934+0.003 0.64240.015 0.44040.026
PL-KNN-DELIN 0.753+£0.029 0.092+0.016 0.49640.029 0.426+0.007  0.4954+0.005 0.57440.020 0.41740.019
PL-KNN-CENDA 0.745+0.017 0.061£0.019 0.492+0.025 0.3404+0.007  0.4924+0.003 0.630+0.023 0.4334+0.017
PL-KNN-DRAW 0.832+0.018 0.133+0.031 0.484+0.018 0.4431+0.006  0.495+0.003 0.640+0.012 0.44540.021
PL-svMm 0.725+0.048 0.059£0.025 0.496+0.087 0.5174+0.009  0.4024+0.050 0.479+0.042 0.32140.030
PL-sVM-PCA 0.258+0.037 0.049+0.023 0.4814+0.040 0.517£0.008  0.3734+0.020 0.48440.046 0.315+0.051
PL-SVM-DELIN 0.650£0.065 0.085+0.017 0.5464+0.126 0.451+0.013  0.3704+0.011  0.37740.053 0.356+0.033
PL-svM-CENDA 0.853+£0.027 0.071+0.030 0.56240.096 0.592+0.011  0.433+0.016  0.4694+0.011 0.4124-0.032
PL-sVM-DRAW 0.865+0.027 0.101+0.026 0.561+0.071 0.4654+0.010  0.4714+0.013 0.564+0.042 0.37340.070
IrAL 0.742+0.050 0.048+0.011 0.5361+0.025 0.671+0.007  0.55040.007 0.710+£0.012 0.53940.035
IPAL-PCA 0.250+0.030 0.046+0.027 0.4784+0.025 0.6714+0.007  0.54140.008 0.680+0.019 0.50940.034
IPAL-DELIN 0.805+0.034 0.135+£0.042 0.496+0.028 0.671+0.007  0.5574+0.011 0.617+0.024 0.50040.028
IPAL-CENDA 0.806+£0.023 0.089+0.019 0.4184+0.010 0.646+0.008  0.5514+0.008 0.68340.011 0.51940.030
IPAL-DRAW 0.888+0.030 0.162+0.029 0.4844-0.026 0.675+0.007  0.56240.008 0.70640.014 0.540+-0.016
SURE 0.781+0.030 0.074+0.025 0.670+0.021 0.6384+0.007  0.53440.005 0.745:+0.026 0.480+40.024
SURE-PCA 0.266+0.025 0.065+0.031 0.499+0.024 0.638+0.007  0.5284+0.006 0.691+£0.022 0.46140.025
SURE-DELIN 0.781+0.028 0.110£0.021 0.688+0.028 0.642+0.008  0.5414+0.006 0.640+0.017 0.47640.028
SURE-CENDA 0.832+0.030 0.128+0.032 0.707+0.044 0.6244+0.008  0.53640.004 0.682+0.017 0.49040.036
SURE-DRAW 0.885+£0.024 0.145+0.034 0.687+0.028 0.645+0.009  0.541+0.006 0.724+0.022 0.490+0.023
PL-AGGD 0.769+0.033 0.085+0.029 0.6654+0.018 0.657+0.009  0.54440.005 0.7351-0.018 0.497+0.028
PL-AGGD-PCA 0.270£0.018 0.065+0.022 0.52640.020 0.657+0.009  0.5334+0.009  0.69440.017 0.48440.022
PL-AGGD-DELIN 0.794+0.029 0.120£0.032 0.5751+0.047 0.659+0.008  0.54540.005 0.645+0.017 0.486+40.018
PL-AGGD-CENDA 0.835+0.030 0.115+£0.030 0.5544+0.048 0.640+0.010  0.53940.005 0.695+0.017 0.48640.022
PL-AGGD-DRAW 0.883+0.027 0.152+0.039 0.673+0.024 0.663+0.008  0.550+0.007 0.712+0.012 0.5054-0.030
TABLE 5

Win/tie/loss statistic (pairwise t-test at 0.05 significance level) between £-DRAW, £-DELIN and £-CENDA on each real-world partial label data set.

Data Set L-DRAW against £L-DELIN L-DRAW against £L-CENDA
L=PL-KNN L= PL-SsVM L=IPAL L=SURE L=PL-AGGD | L=PL-KNN L= PL-SVM L=IPAL L=SURE L=PL-AGGD

Lost win win win win win win win win win win
FG-NET win loss win win win win win win win win
Mirflickr loss win loss loss win loss loss win loss win
Yahoo! News win win win win win win loss win win win
Soccer Player win win win loss win win win win win win
BirdSong win loss win win win win win win win win
MSRCv2 win tie win win win win loss win loss win
Total 6/0/1 4/1/2 6/0/1 5/0/2 6/0/1 6/0/1 4/0/3 7/0/0 5/0/2 7/0/0

across 101 out of 120 cases.

e Compared with DELIN, £-DRAW achieves better
performance than £-DELIN in 90 out of 120 cases.
Furthermore, since DELIN achieves dimensionality
reduction with a single LDA, the comparison results
indicates that DRAW is more consistent with the char-
acteristics of partial label learning. The supervised
dimensionality reduction and unsupervised dimen-
sionality reduction is complementary.

e Based on the observation in Table 7, Table 8 and Table
9, on mediamill, the improvement on classification

accuracy is the mildest in synthetic data sets, while
the number of feature in mediamill is the smallest.
For the other data sets, PL-KNN couple with DRAW
achieves performance improvement by 0.3 in 17 cases
out of 21 cases (7 data sets x 3 configurations).

e On the two data sets with least number examples,

amazon and DeliciousMIL, the classification ac-
curacy has been improved with DRAW by more than
0.2,0.2and 0.1forr =1,2and 3in Delicsectorl,
respectively. And 0.5, 0.35 and 0.29 improvements
arises on amazon. These results indicate that the clas-
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Fig. 3. Comparison of the classification accuracy of each partial label learning algorithm on real-world and synthetic partial label data sets before
(green bar) and after employing PCA (blue bar), DELIN (red bar), CENDA (yellow bar) and DRAW (purple bar).

Win/tie/loss counts (pairwise t-test at 0.05 significance level) between £-DRAw, £-DELIN and £-CENDA in terms of different number of false

TABLE 6

positive labels (r = 1, 2, 3) on synthetic partial label data sets.

L-DRAW against £L-DELIN

L-DRAW against £L-CENDA

Data Set L=PL-KNN L= PL-SVM L=IPAL L=SURE L=PL-AGGD | L=PL-KNN L=PL-SVM L=IPAL L=SURE L=PL-AGGD
r=1 6/0/2 8/0/0 7/0/1  6/0/2 6/0/2 5/0/3 5/0/3 6/0/2 5/0/3 5/0/3
r=2 7/0/1 7/0/1 7/0/1 7/0/1 7/0/1 8/0/0 5/0/3 7/0/1 6/0/2 6/0/2
r=3 7/0/1 5/0/3 7/0/1  7/0/1 7/0/1 7/0/1 5/0/3 7/0/1  6/0/2 7/0/1
Total 20/0/4 20/0/4 21/0/3 20/0/4 20/0/4 20/0/4 15/0/9 20/0/4 17/0/7 18/0/6

sification performance can benefit from DRAW even
if the number of training examples is insufficient.

e For high dimensional datasets, such as amazon,
DeliciousMIL, bookmark, sports and sector,
the number of features in those data sets is more than
1,300. For PL-KNN and PL-SVM, the classification per-
formance is significantly improved by DRAW by 0.2
in 22 cases among 30 cases (2 comparing algorithms
x 5 datasets x 3 configurations).

4.3 Real-World Data Sets

A number of real-world partial label data sets have been
collected from different tasks and domains, which in-
cludes FG-NET for facial age estimation [63], Lost, Soccer
Player and Yahoo! News for automatic face naming [9],
[34], [65], MSRCv2 for object classification [11], Mirflickr
for web image classification [64], BirdSong for bird song
classification [15].

Specifically, for the task of facial age estimation, a human
face with landmarks is regarded as instance, accordingly,
the ages annotated by crowd-sourced labelers consist of the
candidate label set. In automatic face naming, faces cropped
from an image or video frame are defined as instances while
names extracted from the associated captions or subtitles
constitute the candidate label set. In the task of object
classification, image segmentation serves as the instances,
and the objects that appear in the same image compose
the matching candidate label set. In bird song classification,
singing syllables of the birds are represented as instances,
while the bird species that sing jointly in 10-second duration
constitute the candidate label set. In web image classification,
web image is represented as a instance while annotations
extracted from the web environment serve as the candidate

label set. The characteristics of real-world partial label data
sets is summarized in Table 3.

The classification accuracy over real-world data sets on
each comparing algorithms is reported in Table 4, with the
best classification performance shown in boldface. Addi-
tionally, Fig. 3 illustrates the classification accuracy of the
partial label algorithm before and after employing four di-
mensionality reduction methods PCA, DELIN, CENDA and
DRAW on Lost and FG-NET datasets. The pairwise ¢-test
at 0.05 significance level is conducted to validate whether
the classification performance difference is significant in
statistics for two comparison methods, i.e. £L-DRAW and L-
DELIN, £L-DRAW and L-CENDA. The win/tie/loss statistics
are reported in Table 5. According to the reported results on
each real-world data sets, the following observations can be
concluded:

o Compared with partial label learning algorithms £,
across 35 statistical comparisons (7 data sets x 5
algorithms), the prediction accuracy has been signif-
icantly improved by employing DRAW in 28 cases.

o For the existing partial label dimensionality re-
duction methods £-DELIN and £-CENDA, £L-DRAW
achieves better performance improvement in 27 cases
against L£-DELIN, and there is only one tie on
MSRCv2. For £L-CENDA, £-DRAW achieves significant
performance improvement in 29 cases in pairwise ¢-
test at 0.05 significance level.

e Asshown in Table 4, compared with the classification
results achieved via partial label learning algorithms
coupled with a single PCA, £L-DRAW achieves better
classification performance in almost all cases.

e As shown in Fig. 3(b), on FG-NET dataset, the per-
formance improvement of DRAW is impressive than
L, L-PCA, L-DELIN and L£-CENDA. From Table 3,
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TABLE 7
Classification accuracy (mean =+ std) of each comparing algorithm on controlled synthetic data sets with varying number of false positive labels
r = 1 respectively. For partial label learning algorithm £ € {PL-KNN, PL-SVM, IPAL, SURE, PL-AGGD}, the performance of £-DRAW ,£-DELIN and
L-CENDA are compared against that of £, where the best performance is shown in bold face.

Data Set
Comparing Algorithm mediamill tmc2007 slashdot amazon  DeliciousMIL bookmark sports sector
r = 1 (one false positive label)
PL-KNN 0.635+£0.018 0.398+0.016 0.163+0.008 0.024+0.006 0.038+£0.038  0.16740.030 0.288+0.005 0.015+0.002
PL-KNN-PCA 0.631£0.015 0.60440.010 0.4904-0.027 0.035+0.015 0.073£0.025  0.22840.020 0.4461-0.012 0.025+0.007
PL-KNN-DELIN 0.682+0.018 0.699+0.015 0.551+0.020 0.647+0.024  0.436+0.035 0.487+0.032 0.842+0.010 0.522+0.017
PL-KNN-CENDA 0.707+0.027 0.746+0.016 0.740%0.024 0.650+£0.041 0.4204+0.035  0.4224+0.025 0.900+0.011 0.549+0.016
PL-KNN-DRAW 0.706+0.026  0.748+0.016 0.7461+0.018 0.701+£0.050 0.3874+0.035 0.480+0.034 0.939+0.007 0.557+0.018
PL-svM 0.4784+0.055 0.605+0.140 0.592+0.024 0.107£0.025 0.033+0.016  0.285+0.018 0.679+0.006 0.073+0.014
PL-svM-PCA 0.475+0.040 0.578+0.015 0.516+0.018 0.054+0.014 0.051+0.009  0.28940.020 0.283+0.028 0.018=+0.005
PL-SVM-DELIN 0.595+0.037 0.6974+0.010 0.5724-0.024 0.642+0.024 0.378+0.026  0.43440.074 0.76610.021 0.506+0.010
PL-sVM-CENDA 0.627+0.040 0.758+0.014 0.758+0.022 0.649+0.041 0.433+0.048 0.486+0.027 0.873+0.014 0.550+0.015
PL-SVM-DRAW 0.615+0.038 0.72640.009 0.750+0.022 0.698+0.051 0.44610.054 0.5071+0.045 0.882+0.011 0.561+0.018
IPAL 0.646+£0.035 0.5924+0.021 0.42140.019 0.106+0.026 ~ 0.063+0.018  0.31640.015 0.9054-0.007 0.145+0.016
IPAL-PCA 0.633+0.031 0.577+0.013 0.497£0.021 0.069£0.019  0.070+0.021  0.296+0.011 0.481+0.011 0.078+0.007
IPAL-DELIN 0.655+0.018 0.660+0.016 0.586+0.020 0.647+£0.023  0.4354+0.035 0.506+0.029 0.861+0.007 0.52140.017
IPAL-CENDA 0.665+£0.027 0.71940.016 0.74410.023 0.653+£0.039  0.489+0.043  0.43540.030 0.91740.011 0.550+0.016
IPAL-DRAW 0.673+0.025 0.716+0.015 0.755+0.015 0.704+0.050 0.4424+0.048 0.499+0.031 0.958+0.006 0.563+0.021
SURE 0.695+0.026 0.647+0.016 0.582+0.017 0.165+0.028 0.1174+0.012  0.393+0.015 0.753+0.009 0.124+0.016
SURE-PCA 0.669+0.018 0.639+0.015 0.5574+0.018 0.102+0.031  0.097+£0.023  0.308+0.019 0.48040.012 0.107+0.012
SURE-DELIN 0.712+0.022 0.716+0.015 0.696+0.027 0.647+£0.024 0.433+0.031  0.5251+0.029 0.843+0.008 0.522+0.017
SURE-CENDA 0.716+0.024 0.764+0.012 0.766+0.021 0.651+0.040 0.503+0.036  0.498+0.031 0.9144+0.011 0.55040.016
SURE-DRAW 0.722+0.021 0.75540.016 0.7624+0.012 0.703£0.050 0.4284+0.066  0.5214+0.032 0.94440.007 0.558=+0.020
PL-AGGD 0.697+0.026 0.650+0.015 0.575+0.015 0.157£0.032  0.1204+0.022  0.390+0.013 0.773+0.008 0.12140.015
PL-AGGD-PCA 0.667+0.014 0.640£0.014 0.55440.020 0.098+0.033  0.102+0.022  0.307+0.016 0.484+0.013 0.104=£0.011
PL-AGGD-DELIN 0.707£0.021 0.7134+0.016 0.69410.029 0.647+0.024  0.433+0.031  0.5254-0.030 0.8451-0.008 0.522+0.017
PL-AGGD-CENDA 0.716+0.024 0.761+0.010 0.766+0.021 0.651+0.039  0.437+0.063  0.498+0.032 0.916+0.011 0.551+0.016
PL-AGGD-DRAW 0.7214+0.023 0.7554+0.016 0.763+0.012 0.702+0.051 0.3624+0.035 0.521+0.034 0.946+0.007 0.557+0.018

s o 10 3 4 5 6 7
K (number of neighbors)

(b) Mirflickr

5 6 7
K (number of neighbors)

(a) Lost

3 4 5 ] 10 3 4 5 9 10

6 7
k (number of neighbors)

(d) slashdot (r = 2)

6 7
k (number of neighbors)

(c) amazon (r = 2)

Fig. 4. Parameter sensitivity analysis for £L-DRAW (£ € {PL-KNN, PL-SVM, IPAL, SURE, PL-AGGD}), classification accuracy changes as the number
of nearest neighbors used for canadidate label set disambiguation (i.e., k) increases from 3 to 10 with step-size 1. (a) real-world data set Lost. (b)
real-world data set Mirflickr. (c) synthetic data set amazon (r = 2). (d) synthetic data set slashdot (r = 2).

FG-NET is a challenging dataset, which holds least
number of examples but the largest average num-
ber in candidate labels. Therefore, the result indi-
cates that DRAW can significantly improve the per-
formance in difficult circumstance with insufficient
examples and high rate of false positive labels.

e As shown in Fig. 3(a), among 4 dimensionality re-
duction methods PCA, DELIN, CENDA and DRAW,
DRAW achieves superior performance in all cases
on Lost (5 partial label learning algorithms). For
the other real-world partial label datasets, DRAW
achieves superior superior or at least statistically
comparable performance against DELIN and CENDA
in most cases.

4.4 Sensitivity Analysis

As shown in Table 1, d’ plays a crucial parameter to control
the number of retained features after employing dimension-
ality reduction. Following the common practice for LDA
in multi-class classification, we compare the classification
accuracy of partial label learning algorithms after employ-
ing DRAW with varying d’. The value of d' is set as a
certain proportion of min(d,q — 1), which is denoted as
d' = [ratio- min(d, ¢ — 1)], where the value of ratio reflects
the remained proportion of original features.

Table 10 presents the classification accuracy of partial
label learning algorithms coupled with DRAW on real-world
data sets with varying value of ratio from 0.5 to 1 with an
interval of 0.1. The best result of each cell is highlighted
in boldface. As shown in Table 10, the classification per-
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TABLE 8
Classification accuracy (mean =+ std) of each comparing algorithm on controlled synthetic data sets with varying number of false positive labels
r = 2 respectively. For partial label learning algorithm £ € {PL-KNN, PL-SVM, IPAL, SURE, PL-AGGD}, the performance of £-DRAW ,£-DELIN and

L-CENDA are compared against that of £, where the best performance is shown in bold face.
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Data Set
Comparing Algorithm mediamill tmc2007 slashdot amazon  DeliciousMIL bookmark sports sector
r = 2 (two false positive label)
PL-KNN 0.622+0.020 0.382+0.013 0.15940.008 0.024+0.010 0.031£0.020  0.157+0.014 0.28840.003 0.013+0.001
PL-KNN-PCA 0.609+0.018 0.5854+0.009 0.47140.027 0.027+0.013  0.090£0.030  0.23340.014 0.44440.008 0.022+0.004
PL-KNN-DELIN 0.663+0.026 0.683+0.014 0.588+0.019 0.483+0.049 0.2274+0.032  0.466+0.026 0.845+0.014 0.394+0.012
PL-KNN-CENDA 0.673+0.021 0.727+0.011 0.656+0.029 0.493+£0.045 0.2684+0.038  0.359+0.023 0.852+0.011 0.386+0.026
PL-KNN-DRAW 0.685+0.026 0.72940.011 0.6661+0.028 0.504+0.027  0.288+0.041 0.4284+0.021 0.920+0.010 0.402+0.017
PL-svM 0.503+0.031 0.637+0.012 0.576+0.023 0.067£0.019  0.02840.013  0.2544+0.020 0.638+0.012 0.053+0.010
PL-svM-PCA 0.458+0.031 0.567+0.024 0.5124+0.025 0.039£0.018 0.071+0.020  0.288+0.020 0.2924+0.017 0.018=+0.005
PL-SVM-DELIN 0.576+0.040 0.6814+0.019 0.6374+0.023 0.481+0.052 0.217+£0.035 0.42340.027 0.75040.026 0.389+0.013
PL-sVM-CENDA 0.599+0.033 0.740+0.010 0.681+0.029 0.491£0.045 0.260+0.033  0.411+0.035 0.837+0.008 0.385+0.027
PL-SVM-DRAW 0.593+0.035 0.703+0.015 0.668+0.036 0.492+0.028 0.261+0.036  0.427+0.026 0.849+0.008 0.397+0.015
IPAL 0.591+£0.027 0.5794+0.014 0.40640.017 0.099+0.019  0.053+£0.011  0.30740.022 0.9004-0.006 0.137+0.014
IPAL-PCA 0.571+0.028 0.553+0.014 0.482+0.032 0.053+£0.016  0.0664+0.023  0.291+0.018 0.481+0.009 0.068+0.010
IPAL-DELIN 0.623+0.025 0.653+0.011 0.595+0.023 0.484+0.050 0.2284+0.032  0.484+0.017 0.863+0.015 0.39440.012
IPAL-CENDA 0.629+0.029 0.698+0.010 0.6641+0.035 0.491+0.047 0.304+£0.032 0.37140.024 0.87140.006 0.389+0.025
IPAL-DRAW 0.644+0.023 0.693+0.011 0.674+0.030 0.503+0.028 0.32440.041 0.447+0.034 0.931+0.009 0.403+0.018
SURE 0.689+0.025 0.639+0.006 0.573+0.021 0.109+0.023  0.114£0.005  0.373+0.02 0.7124+0.015 0.111+0.012
SURE-PCA 0.666+0.018 0.6294+0.007 0.5444-0.034 0.072+0.011  0.083+£0.024  0.31440.018 0.48-+0.012 0.094+0.008
SURE-DELIN 0.694+0.020 0.706+0.012 0.645+0.026 0.486+0.049 0.2274+0.032  0.510+0.014 0.841+0.012 0.394+0.012
SURE-CENDA 0.7104£0.015 0.74240.013 0.681+0.028 0.491£0.045 0.2794+0.026  0.41940.027 0.868+0.008 0.38840.025
SURE-DRAW 0.712+0.025 0.740+0.010 0.6774+0.030 0.503£0.028  0.313+0.027  0.47040.030 0.914+0.009 0.401+0.016
PL-AGGD 0.687+0.023 0.637+0.007 0.564+0.017 0.131£0.024  0.099+0.020 0.372+0.019 0.756+0.010 0.106+0.013
PL-AGGD-PCA 0.6661+0.020 0.632+0.008 0.548+0.031 0.076+=0.011  0.085+0.018  0.3094+0.020 0.480+0.010 0.08740.011
PL-AGGD-DELIN 0.691£0.021 0.70440.012 0.6424+0.024 0.485+0.051 0.227+0.032  0.5104+0.018 0.8431+0.012 0.394+0.012
PL-AGGD-CENDA 0.706+0.019 0.743+0.013 0.681+0.030 0.492+0.046  0.2584+0.031  0.4214+0.029 0.868+0.008 0.386+0.025
PL-AGGD-DRAW 0.71440.026 0.739+0.010 0.677+0.031 0.503+0.027 0.280+0.041 0.470+0.030 0.9151+0.010 0.402+0.017

(a) PL-KNN

(b) PL-svM

(c) IrAL

(d) SURE (e) PL-AGGD

Fig. 5. Parameter sensitivity analysis for £-DRAW (£ € {PL-KNN, PL-SVM, IPAL, SURE, PL-AGGD}). (a) Classification accuracy of PL-KNN on Lost
by varying o and s. (b) Classification accuracy of PL-SVM on Lost by varying a and s. (c) Classification accuracy of IPAL on Lost by varying « and
s. (d) Classification accuracy of SURE on Lost by varying « and s. (e) Classification accuracy of PL-AGGD on Lost by varying « and s.

formance of each partial label learning algorithm, when
coupled with DRAW, exhibits moderate fluctuations as the
remaining proportion of the original feature changes. Obvi-
ously, there is no single value for the remained proportion
ratio that consistently achieves the best classification per-
formance in every case. Therefore, to further analyze perfor-
mance improvement, fine-tuning the value of the remained
proportion of the original feature becomes necessary for
different datasets and partial label learning algorithms.
Furthermore, k (the number of nearest neighbors), o
(trade-off parameter between LDA and PCA in Eq.(11)) and
5 (decay parameter) also serve as important parameters for
DRAW. Coupled with DRAW, Fig. 4 illustrates how the clas-
sification accuracy of each partial label learning algorithm
changes respectively as k increases from 3 to 10 with interval

1. As shown in Fig. 4, on the real-world data sets Lost
and Mirflickr, synthetic data sets including amazon and
slashdot with setting r = 2, the classification accuracy of
each partial label learning algorithm coupled with DRAW is
relatively stable as the value of k varies.

In addition to k, a (balancing parameter in Eq.(11))
increases from 0.2 to 1 with step-size 0.1 and s (decay
parameter) increases from 0.1 to 1.2 with interval 0.1, where
s controls the speed to decrease the weight of PCA in
optimizing the projection matrix. Accordingly, when the
values of s is close to 0, the descending speed of weight
on PCA is rapid, with the increase of s, the speed slows
down. As shown in Fig. 5, on real-world Lost, for different
partial label algorithms, when the value of s is less than
1, s € {0.1,0.2,---,0.9}, compared with rapid weight
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TABLE 9
Classification accuracy (mean =+ std) of each comparing algorithm on controlled synthetic data sets with varying number of false positive labels
r = 3 respectively. For partial label learning algorithm £ € {PL-KNN, PL-SVM, IPAL, SURE, PL-AGGD}, the performance of £-DRAW ,£-DELIN and
L-CENDA are compared against that of £, where the best performance is shown in bold face.
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Data Set
Comparing Algorithm mediamill tmc2007 slashdot amazon  DeliciousMIL bookmark sports sector
r = 3 (three false positive label)
PL-KNN 0.600+£0.021 0.370+0.009 0.16440.009 0.028+0.008 0.043+£0.005 0.14140.010 0.29240.004 0.016+0.003
PL-KNN-PCA 0.596+0.031 0.5654+0.021 0.4584-0.035 0.025+0.013  0.080£0.020  0.23340.012 0.43340.009 0.024+0.006
PL-KNN-DELIN 0.645+0.016 0.661+0.021 0.572+0.024 0.367+£0.035 0.157+0.027  0.420+0.015 0.822+0.009 0.292+0.019
PL-KNN-CENDA 0.661+0.031 0.704+0.018 0.586+0.032 0.375+£0.044 0.2274+0.036  0.341+0.024 0.837+0.009 0.301+0.016
PL-KNN-DRAW 0.666+0.017 0.696+0.021 0.6051+0.025 0.408+0.027 0.250+0.039  0.3774+0.015 0.898+0.010 0.305+0.015
PL-svM 0.459+0.034 0.626+0.018 0.563+0.026 0.053+£0.015 0.02840.012  0.2524+0.012 0.606+0.011 0.04840.008
PL-svM-PCA 0.466+£0.024 0.566+0.010 0.51440.013 0.031£0.015 0.061+0.016 ~ 0.281+0.017 0.2994+0.020 0.014=+0.003
PL-SVM-DELIN 0.550£0.027 0.649+0.040 0.603+0.022 0.327+0.043  0.121£0.025 0.35640.035 0.67840.027 0.272+0.022
PL-sVM-CENDA 0.584+0.024 0.719+0.016 0.601+0.026 0.377£0.041 0.195+0.031  0.373+0.033 0.811+0.013 0.299+0.018
PL-SVM-DRAW 0.5644+0.010 0.667+0.024 0.606+0.030 0.409+0.033 0.212+0.034  0.388+0.021 0.819+0.018 0.29440.013
IPAL 0.532+£0.027 0.5604+0.017 0.3631-0.024 0.088+0.009 0.043+£0.016 ~ 0.29440.020 0.8904-0.007 0.140+0.010
IPAL-PCA 0.508+0.030 0.536+0.023 0.465+0.023 0.058+0.018  0.055+0.014  0.285+0.012 0.467+0.011 0.062+0.007
IPAL-DELIN 0.590+0.025 0.640+0.020 0.572+0.029 0.368+0.035 0.1574+0.027  0.426+0.025 0.84010.009 0.29610.020
IPAL-CENDA 0.591+0.022 0.676+0.015 0.5761+0.029 0.377+0.042 0.250£0.041  0.32540.021 0.85840.004 0.306+0.019
IPAL-DRAW 0.619+0.031 0.672+0.016 0.597+0.025 0.407+0.028 0.271+0.034  0.394+0.020 0.910+0.008 0.312+0.014
SURE 0.667+0.020 0.628+0.016 0.540+0.031 0.079+0.017 0.116+0.006  0.371+0.020 0.671+0.013 0.100=£0.009
SURE-PCA 0.645+£0.020 0.6254+0.019 0.53740.021 0.077+0.020 0.095+£0.025  0.3124+0.012 0.4564-0.015 0.075+0.005
SURE-DELIN 0.692+0.015 0.691+0.017 0.604+0.028 0.369£0.036  0.157+0.027  0.466+0.014 0.817+0.010 0.296+0.021
SURE-CENDA 0.697+0.024 0.72510.017 0.605+0.027 0.374+0.046  0.2284+0.025 0.392+0.024 0.85040.007 0.301+0.016
SURE-DRAW 0.703+0.027 0.718+0.018 0.6151+0.022 0.410+0.025 0.2284+0.042 0.4184+0.017 0.893+0.011 0.305+0.012
PL-AGGD 0.6744+0.021 0.633+£0.01 0.533+0.025 0.113£0.019  0.112+0.014  0.374+0.018 0.74440.009 0.097+0.007
PL-AGGD-PCA 0.649+0.019 0.627+0.017 0.540+0.019 0.081£0.012  0.085+0.018  0.3054+0.015 0.444+0.007 0.077+0.007
PL-AGGD-DELIN 0.690£0.016 0.689+0.015 0.6054+0.029 0.369+0.036  0.157+0.027  0.46540.016 0.81840.011 0.296+0.020
PL-AGGD-CENDA 0.697+0.022 0.723+0.018 0.604+0.028 0.377£0.043  0.190+0.018  0.394+0.022 0.850+0.007 0.301+0.016
PL-AGGD-DRAW 0.702+0.024 0.717+0.019 0.615+0.022 0.409+0.027 0.209+0.050 0.4184+0.017 0.89440.009 0.304+0.013

descending, i.e. the gradual weight descending is more
consistent with the iteration process on candidate label
disambiguation for partial label learning. When the value of
s is equal to 1, the adaptive adjustment on weight between
PCA and LDA is ablated, it is impressive that a obvious drop
emerges in that situation. When the value of s is greater
than 1, s € {1.1,1.2}, ie. the weight of PCA increases,
and the weight of LDA decreases, which is contrary to the
behaviour as s < 1. Obviously, compared with reducing
the weight of PCA weight, the classification accuracy drops
with a great margin when s > 1, which validates that the
increase of weight on supervised dimensionality reduction
is reasonable for partial label learning paradigm.

For ¢, it is the initial value to balance the weight between
the supervised dimensionality reduction and unsupervised
dimensionality reduction. When o« ~ 1, DRAW is dom-
inated by PCA, and the weakly supervision from partial
label instance is completely ignored. Accordingly, DRAW is
dominated by LDA when o >~ 0. The projection matrix may
be misled by the false positive labels of training instances
without the guidance of unsupervised dimensionlity reduc-
tion. Therefore, we set the initial value of « to 0.5. As shown
in Fig. 5, in terms of the choice of «, although classification
accuracy on each partial label learning algorithm coupled
with DRAW fluctuates with a certain magnitude with the
change of ¢, the performance remains stable as long as the
value of « is decreased during iterations. Furthermore, with
the increase of s, the fluctuation on classification accuracy

tends to be stable. In this paper, the value of k, o and
s are set as 8, 0.5 and 0.95 respectively according to the
comparative studies.

4.5 Further Analysis

Varying 7. For partial label learning, models tend to fit
false positive labels. Accordingly, on two representative
datasets Lost and tmc2007 (r = 2), we can observe typical
overfitting phenomena as shown by the blue curves in Fig.§,
where the gaps between training error and testing error
are relatively large, when directly using IPAL and SURE.
After employing DRAW, as shown by the yellow curves in
Fig.8, the generalization gaps are greatly narrowed, and the
testing classification error is obviously decreased. According
to the results in Table 7, 8 and 9, it is easy to induce that
the difficulty degree of partial label learning varies with
the number of false positive labels. To demonstrate the
relationship between the number of candidate labels and
classification results, on datasets mediamill, tmc2007,
amazon and sport, we control the number of false positive
label in candidate label set (i.e., r) to increase from 1 to
g — 1. Fig. 7 presents the classification accuracy of PL-KNN,
IPAL coupled with PCA, DELIN, CENDA and the proposed
DRAW. According to the results in Fig. 7, the following
observations can be concluded:

o As the candidate label size increases, the supervision
of training instances tends to be weakened, and
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TABLE 10
Classification accuracy of £L-DRAW (£ €{PL-KNN, PL-SVM, IPAL, SURE, PL-AGGD}) changes with the number of retained features
(d" = [ratio - min(g — 1, d)]) varies with ratio increases from 0.5 to 1 with an interval of 0.1. On each data set, the best performance across
different values of ratio is shown in bold face.

Data Set ratio  # Retained Features PL-KNN-DRAW PL-SVM-DRAW IPAL-DRAW SURE-DRAW PL-AGGD-DRAW
0.5 8 0.716+0.033 0.628+0.042 0.738+0.032 0.751+0.026 0.751+0.031
0.6 9 0.735+0.027 0.658+0.044 0.771+0.040 0.780+0.034 0.776+0.036
Lost 0.7 11 0.830+0.021 0.792+0.044 0.876+0.026 0.88740.021 0.875+0.018
0.8 12 0.833£0.019 0.787+0.057 0.877+0.042 0.884+0.019 0.876+0.020
0.9 14 0.842+0.018 0.756+0.083 0.890+0.028 0.889+0.024 0.886+0.026
1 15 0.832+0.018 0.865+0.027 0.888+0.030 0.885+0.024 0.883+0.027
0.5 39 0.153+0.028 0.102+0.016 0.144+0.032 0.139+0.027 0.139+0.027
0.6 47 0.152+0.027 0.100+£0.025 0.167+0.033 0.155+0.027 0.154+0.028
FG-NET 0.7 54 0.158+0.035 0.082+0.014 0.181+0.038 0.1504-0.030 0.14610.032
0.8 62 0.16410.038 0.105+0.024 0.171+0.038 0.154+0.033 0.151+0.034
0.9 70 0.149+0.038 0.085+0.022 0.178+0.046 0.157+0.045 0.159+0.048
1 77 0.133+0.031 0.101+£0.026 0.162+0.029 0.145+0.034 0.152+0.039
0.5 7 0.629+0.032 0.531+0.112 0.549+0.030 0.683+0.021 0.654+0.028
0.6 8 0.622+0.017 0.459+0.085 0.540+0.015 0.659+0.018 0.647+0.013
Mirflickr 0.7 10 0.618+0.027 0.5204-0.100 0.54540.021 0.659+0.024 0.65140.021
0.8 11 0.464+0.012 0.558+0.139 0.440+0.014 0.675+0.020 0.650+0.016
0.9 12 0.499+0.021 0.562+0.072 0.451+0.024 0.700-0.027 0.687+0.026
1 13 0.484+0.018 0.561+0.071 0.484+0.026 0.687+0.028 0.673+0.024
0.5 82 0.543+0.008 0.468+0.006 0.690+0.011 0.657+0.008 0.669+0.009
0.6 98 0.523+0.008 0.466+0.008 0.692-+0.010 0.654+0.011 0.667+0.011
Yahoo! News 0.7 115 0.492+0.009 0.471+0.005 0.688+0.010 0.651+0.010 0.666+0.010
0.8 131 0.472+0.008 0.464+0.008 0.684+0.009 0.646+0.009 0.662+0.012
0.9 147 0.455+0.006 0.462+0.011 0.678+0.007 0.650+0.009 0.662+0.008
1 163 0.443+0.006 0.465+0.010 0.675+0.007 0.645+0.009 0.663+0.008
0.5 85 0.501+0.003 0.359+0.010 0.565+0.010 0.541+0.006 0.550+0.005
0.6 102 0.498+0.002 0.373+0.012 0.566+0.010 0.543+0.006 0.551+0.005
Soccer Player 0.7 119 0.498+0.003 0.382+0.020 0.567+0.010 0.542+0.005 0.554+0.005
0.8 136 0.497+0.003 0.379+0.012 0.563+0.009 0.544+0.006 0.549+0.004
0.9 153 0.495+0.002 0.379+0.015 0.561+0.008 0.542+0.006 0.550+0.006
1 170 0.495+0.003 0.47140.013 0.562+0.008 0.541+0.006 0.550+0.007
0.5 6 0.619+0.024 0.508+4-0.038 0.625+0.021 0.62740.018 0.637+0.017
0.6 8 0.625+0.013 0.520+0.063 0.654+0.011 0.661+0.015 0.670+0.015
BirdSong 0.7 9 0.637+0.019 0.526+0.033 0.686+0.011 0.683+0.014 0.687+0.016
0.8 10 0.643+0.013 0.554+0.043 0.698+0.015 0.695+0.016 0.695+0.012
0.9 11 0.642+0.012 0.5714-0.042 0.70040.012 0.7204:0.024 0.709+0.016
1 12 0.64040.012 0.56440.042 0.70640.014 0.72440.022 0.71240.012
0.5 11 0.465+0.034 0.368+0.059 0.478+0.035 0.474+0.021 0.480+0.023
0.6 14 0.456+0.022 0.353+0.046 0.498+0.026 0.473+0.025 0.481+0.024
MSRCv2 0.7 16 0.448+0.024 0.351+0.050 0.509+0.030 0.47740.017 0.48740.031
0.8 18 0.437+0.013 0.376+0.053 0.503+0.021 0.482+0.016 0.498+0.019
0.9 20 0.457+0.019 0.409+0.041 0.522+0.033 0.488+0.024 0.503+0.024
1 22 0.445+0.021 0.373+0.070 0.540+0.016 0.490-+0.023 0.505+0.030

hence the classification performance of all methods
decreases to some extents.

o Compared with PL-KNN and IPAL without dimen-
sionality reduction, dimensionality reduction meth-
ods achieve better or comparable classification per-
formance in most cases.

o Compared with PL-KNN, IPAL after using PCA,
DELIN and CENDA, DRAW has consistently achieved
superior classification performance in the majority
of cases. Furthermore, although the improvements
brought by dimensionality reduction is weakened
with the increasing on the number of false positive
labels, DRAW yields stable improvements against the
others with varying r on these datasets.

e As shown in Fig. 7(h), when the rate of candidate
labels in label space is greater than 94.7%, dimen-
sionality reduction methods would not improve the

generalization performance of IPAL on sport. Ac-
cording to these observations, it is easy to induce
that the hard noisy instance with excessive number
of candidate labels may mislead the supervised di-
mensionality reduction methods.

Experiments on image datasets. For the above-
mentioned partial label datasets, the feature space is pre-
defined by refering domain knowledge and heuristics. Thus,
to further validate the effectiveness of proposed method,
we leverage the neural network backbone as the feature
extractor to conduct experiments on image datasets. Specif-
ically, we use GoogleNet as the backbone model, which ex-
tracts 1024 dimensional features from the original features,
on two image classification datasets Oxford-Flowers
-102 and Caltech-101 datasets. We follow the same
protocol as in the experiments on UCI datasets to gen-
erate six synthetic partial label datasets by adding 1/2/3
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to g — 1 with step size 1.

false positive labels to each sample in these datasets.
The corresponding partial label datasets are denoted
as 102flowers—-f1, 102flowers-£f2, 102flowers—-£3,
caltechl01-f1, caltechl01-£f2 and caltechl01-£3.
As shown in Table 11, the experimental results show that
DRAW is still helpful to improve the performance when
combined with neural network-based feature extractor.
Specifically, compared with the base partial label learning
methods, the algorithms coupled with DRAW achieves supe-
rior performance in all cases. Compared with other dimen-
sionality reduction methods, DRAW achieves superior per-
formance against unsupervised dimensionality reduction
method PCA, while achieves superior or at least comparable
performance against DELIN and CENDA.

Visualization. In order to provide a more intuitive il-
lustration of the effectiveness of DRAW, we employs the
t-Distributed Stochastic Neighbor Embedding (t-SNE) al-
gorithm to visualize the instances before and after using
DRAW on real-world and synthetic partial label datasets. As
shown in Fig. 6, compared with the instances in original
feature space before using DRAW, the instances in lower-

dimensional feature space after dimensionality reduction
are generally more compact. We can observe that the specifi-
cally designed methods for partial label learning yield better
separability compared with the unsupervised method PCA.
Furthermore, DRAW achieves superior inter-class separabil-
ity against PCA, DELIN and CENDA.

5 CONCLUSION

In this paper, we propose a novel approach for dimen-
sionality reduction in the context of partial label learning.
The proposed approach DRAW integrates both supervised
dimensionality reduction LDA and unsupervised dimen-
sionality reduction PCA via through adaptive weighting.
The adaptive weight is determined by alternating between
dimensionality reduction and candidate label set disam-
biguation. As the ground-truth label is gradually identified,
the supervised dimensionality reduction becomes dominant
in the induction of the projection matrix. Extensive compar-
ative experiments conducted on synthetic and real-world
partial label datasets demonstrate the effectiveness of DRAW
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TABLE 11

Classification accuracy (mean + std) of each comparing algorithm on partial label data sets by using GoogleNet as feature extractor. For partial

label learning algorithm £ € {PL-KNN, PL-SVM, IPAL, SURE, PL-AGGD}, the performance of £-DRAW ,£-DELIN and £-CENDA are compared
against that of £, where the best performance is shown in bold face.

Comparing Algorithm Data Set
102flowers-f1 102flowers-f2 102flowers-f3 caltech101-f1 caltech101-f2 caltech101-f3
PL-KNN 0.710+0.012  0.703£0.012  0.696+0.013  0.864+0.010 0.861+0.010 0.861+0.010
PL-KNN-PCA 0.74140.009  0.733£0.011  0.731+£0.010  0.894-£0.008 0.893+0.009  0.891+40.009
PL-KNN-DELIN 0.8774+0.009  0.866+0.012  0.862+0.014  0.944+0.006 0.942+0.004  0.94040.006
PL-KNN-CENDA 0.9384+0.005  0.937£0.006  0.931£0.005  0.955+0.002  0.953+0.003  0.952+40.003
PL-KNN-DRAW 0.94040.005 0.937+0.005 0.936+0.005 0.9704+0.005 0.970+0.004 0.968+0.003
PL-svM 0.808+0.009  0.796+0.018  0.790+0.014  0.879+0.015 0.876+0.037  0.87340.023
PL-sVM-PCA 0.76240.012  0.748+0.009  0.736+£0.010 0.862+0.024 0.837+0.027  0.83940.025
PL-SVM-DELIN 0.861+0.009  0.856+0.012  0.843+0.011  0.844+0.017 0.853+0.087  0.849+0.109
PL-sVM-CENDA 0.84040.047  0.846+0.093  0.842+0.086  0.936+0.104 0.860+0.018  0.846+0.021
PL-SVM-DRAW 0.8954-0.008 0.87240.022 0.83740.020 0.9454+0.028 0.911+0.147 0.905+0.044
IrAL 0.831+£0.010  0.8294+0.010  0.8274+0.009  0.917+0.008 0.916+0.008 0.914+0.007
IPAL-PCA 0.8024+0.012  0.798+0.013  0.795+0.010 0.915+0.008 0.91440.006  0.91340.007
IPAL-DELIN 0.9154+0.006  0.913£0.009  0.907£0.009  0.950£0.004 0.952+0.006  0.95040.005
IPAL-CENDA 0.95940.007  0.956+0.007  0.952+0.005 0.963+£0.005 0.96340.004 0.96140.005
IPAL-DRAW 0.96540.004 0.961+0.004 0.957+0.005 0.964+0.006 0.966+0.004 0.963+0.005
SURE 0.8914+0.007  0.885+0.007  0.878+0.007 0.941+0.005 0.940-+0.005  0.94040.005
SURE-PCA 0.860+0.008  0.846+0.008  0.840+0.008  0.931+£0.005 0.930+0.005  0.930+40.006
SURE-DELIN 0.924+0.005 0.9174+0.011 0.91140.008 0.955+0.004 0.954+0.005 0.95340.006
SURE-CENDA 0.96440.004  0.959+0.005  0.955+0.004 0.972+0.006 0.971+0.004 0.96740.004
SURE-DRAW 0.965+0.004 0.961+0.004 0.957+0.004 0.974+0.004 0.973+0.004 0.971+0.004
PL-AGGD 0.8894+0.006  0.881+0.008  0.869+£0.006  0.940+0.005 0.93940.004 0.93640.004
PL-AGGD-PCA 0.860+0.009  0.849+0.009  0.838+0.008  0.931+£0.006  0.931+0.005  0.928+0.005
PL-AGGD-DELIN 0.9244-0.006  0.916+0.010  0.912+0.010  0.955+0.004  0.95540.005 0.95440.006
PL-AGGD-CENDA 0.96440.004  0.959+0.005  0.954+0.005 0.972+0.006 0.972+0.004 0.96740.004
PL-AGGD-DRAW 0.965+0.004 0.961+0.004 0.957+0.005 0.9754+0.004 0.973+0.004 0.971+0.004

in significantly improving the generalization performance of
well-established partial label learning algorithms. In future
work, we aim to explore approaches that unify the di-
mensionality reduction and candidate label disambiguation
into a single stage, further advancing the state-of-the-art in
partial label learning.
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