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Abstract
composing it into a set of binary classification problems ac-

Multi-class classification can be solved by de-

cording to some encoding rules, e.g., one-vs-one, one-vs-rest,
error-correcting output codes. Existing works solve these
binary classification problems in the original feature space,
while it might be suboptimal as different binary classification
problems correspond to different positive and negative exam-
ples. In this paper, we propose to learn label-specific features
for each decomposed binary classification problem to con-
sider the specific characteristics containing in its positive and
negative examples. Specifically, to generate the label-specific
features, clustering analysis is respectively conducted on the
positive and negative examples in each decomposed binary
data set to discover their inherent information and then label-
specific features for one example are obtained by measuring
the similarity between it and all cluster centers. Experiments
clearly validate the effectiveness of learning label-specific
features for decomposition-based multi-class classification.

Keywords Machine learning, multi-class classification,

error-correcting output codes, label-specific features.

1 Introduction

In machine learning and data mining [1, 2], binary classi-
fication is one of the most widely studied and commonly
used learning tasks, which simply tries to answer the question
“YES/NO”. However, it is more general to answer the ques-

Received month dd, yyyy; accepted month dd, yyyy

E-mail: zhangml @ seu.edu.cn

tion “Which one is it” from a number of candidate classes
which yields the multi-class classification (MCC) task. In
fact, there are many real-world applications from various do-
mains which can be formalized as a MCC problem to be
solved, e.g., computer vision [3,4], text mining [5, 6], bioin-
formatics [7, 8]. Moreover, there are also some more compli-
cated classification tasks which can be reduced into a MCC
problem to be solved, e.g., multi-label classification [9, 10],
multi-dimensional classification [11, 12].

To deal with the MCC task, existing works can be roughly
categorized into direct strategy and indirect strategy. Specif-
ically, the direct strategy aims at designing classification al-
gorithms which can directly learn from multi-class data, e.g.,
multi-class support vector machine, softmax regression. On
the other hand, the indirect strategy aims at decomposing the
MCC problem into a set of binary classification problems and
then any off-the-shelf binary classification algorithms can be
used to solve the MCC problem [13]. Compared with the di-
rect strategy, the indirect strategy is more flexible, and some
empirical studies also show its superior performance [14, 15].

There are three popular strategies to decompose the MCC
problem into a set of binary classification problems, in-
cluding one-vs-one (OvO), one-vs-rest (OvR) and error-
correcting output codes (ECOC) [16], where both the first
two strategies can be regarded as special cases of the last
one [17]. Generally, ECOC consists of two steps, namely
encoding and decoding, where the former aims at transform-
ing the MCC problem into a set of binary classification prob-
lems while the latter aims at obtaining the final prediction ac-
cording to the predictive outputs of learned binary classifiers.



Thus, existing works mainly explore from two corresponding
perspectives, i.e., how to consider the specific characteristics
of practical problems for better encoding [18, 19] and how to
make full use of predictive outputs of learned binary classi-
fiers for better decoding [20,21].

As for the learning procedure of binary classifiers, the
common strategy in existing studies is to train binary clas-
sifiers based on the original features of corresponding ex-
amples. In other words, identical feature space is used for
all decomposed binary classification problems. However, the
positive and negative examples in different decomposed bi-
nary classification problems are related to different classes
according to the decoding rule, which leads to different spe-
cific characteristics for different problems. Take the hand-
written digits classification [22] as an example, for learn-
ing the binary classifier to classify ‘1’ and ‘6’, features re-
lated to vertical edges might be more discriminative, while
for learning the binary classifier to classify ‘1’ and ‘7’, fea-
tures related to horizontal edges might be more discrimina-
tive. Therefore, if label-specific features can be learned to
solve each decomposed binary classification problem, it can
be expected to obtain more effective binary classifiers and
then improve the performance of decomposition-based MCC
solutions with the same encoding and decoding strategy.

Here, it is worth noting that the label-specific features refer
to the specific features learned for the positive and negative
class labels in the decomposed binary classification problem.
The class labels do not necessarily correspond to one of the
class labels in the original multi-class classification problem.
For example, in ECOC decomposition strategy, the positive
and negative class labels in each decomposed binary classi-
fication problem might correspond to multiple class labels in
the original multi-class classification problem. Besides, even
in the OvO decomposition strategy, the label-specific features
for the same class label in different decomposed binary clas-
sification problems are not necessarily the same due to their
another different class labels.

In this paper, we investigate the feasibility of learning
label-specific features for decomposition-based MCC solu-
tions. Specifically, for each decomposed binary classifica-
tion problem, we respectively perform clustering analysis
on its positive examples and negative examples to discover
the inherent characteristics residing in this specific classifica-
tion problem. Based on the clustering results, label-specific
features for each example are constructed by measuring the
similarity between the example and all cluster centers. Ex-
periments show the superiority of learning binary classifiers
based on the generated label-specific features against the
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original features.
The rest of the paper is organized as follows. Firstly,
Then,

the technical details of learning label-specific features for

related works are briefly discussed in Section 2.

decomposition-based MCC are presented in Section 3. After
that, comparative studies are conducted in Section 4. Finally,
this paper is concluded in Section 5.

2 Related Work

The most basic classification task is binary classification and
many popular classification algorithms are initially designed
for this task, e.g., support vector machine [23]. As a gen-
eralized case of binary classification, the MCC problem can
be solved via either adapting existing binary classification al-
gorithms (i.e., direct strategy) or transforming it into binary
classification problems (i.e., indirect strategy). Besides, the
recently proposed approach named CODIL aims at bridging
the gap between the two strategies to combine their respec-
tive strengths [24]. For the direct strategy, some of binary
classification algorithms can be directly generalized to solve
the MCC problem, e.g., kNN classifier and decision trees,
while some of them need special adaptions for multi-class
data, e.g., support vector machine [25] and adaptive boost-
ing [26]. For the indirect strategy, the key challenges are
how to decompose the MCC problem into binary classifica-
tion problems (i.e., encoding) and how to combine the pre-
dictive outputs of these binary classifiers to obtain the final
prediction (i.e., decoding).

For the encoding phase, the basic OvR and OvO result
in fixed binary decomposition for one MCC problem while
the vanilla ECOC simply generates random coding matrix
and then results in random binary decomposition [16]. In
other words, they cannot consider the specific characteris-
tics of practical applications and then might lead to sub-
optimal solutions. The DECOC method [18] hierarchically
generates each column of ECOC coding matrix by max-
imizing the quadratic mutual information among different
classes in a top-to-down manner, and SECOC [19] further
partitions some complicated classes into several subclasses
based on DECOC. Different from DECOC and SECOC,
M2ECOC [27] and SM2ECOC [28] generate the ECOC cod-
ing matrix in a bottom-to-up manner via maximum margin
criterion. Besides, given an ECOC coding matrix, the ECOC-
ONE method [21] will iteratively generate new columns to
the coding matrix based on well-established discriminability
criterion which is related to the specific MCC application.
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For the decoding phase, OvO decoding usually corre-
sponds to majority voting based on binary-valued predictions
of binary classifiers while OVR decoding usually corresponds
to maximizing real-valued decision values of binary classi-
fiers. For the general ECOC, the decoding phase corresponds
to measuring the distance between the predictive outputs
from binary classifiers and the corresponding ground-truth
class in each decomposed binary classification problem [16].
Commonly used distance metrics include Hamming distance
and Euclidean distance, which only utilize the binary-valued
predictions of binary classifiers. The loss-based decoding
strategy [17] introduces some loss function (e.g., exponential
loss) for distance measuring by utilizing the predictive con-
fidences of binary classifiers. To pay more attentions on the
predictive outputs from binary classifiers with better perfor-
mance, the weighted loss-based decoding strategy [20] fur-
ther introduces the empirical performance to weight the cor-
responding loss of each binary classifier.

There are also several works which focus on the binary
classifier learning procedure for the decomposed binary clas-
sification problems. As different classification problems are
inclined to different classification algorithms due to their spe-
cific characteristics, the DOAO method [29] solves the de-
composed binary classification problems with different bi-
nary classification algorithms. Besides, there might be some
inherent relationships among the decomposed binary classi-
fication problems as they are obtained from the same MCC
problem, the JCL method [30] trains all decomposed binary
classifier in a joint manner by introducing covariance regular-
ization. However, to the best of our knowledge, there have not
been existing works which focus on learning label-specific
features for each decomposed binary classification problem.

3 Methodology

In this section, we firstly give the technical details of binary
decomposition strategies, including the decomposition proce-
dure and the corresponding prediction procedure. After this,
we present the technical details of learning label-specific fea-
tures for each decomposed binary classification problem.
Formally speaking, for a multi-class classification problem
with N classes, let X = R be the d-dimensional input space,
and Y = {cy,¢c3,...,cn} be the output space with N possible
classes. Given a MCC training set D = {(x;,y;) | 1 < i < m}
with m examples, where x; € X denotes the d-dimensional
instance vector and y; € Y denotes the corresponding class
associated with x;. The task of multi-class classification aims

at learning a mapping function g : X +— Y which can assign
a proper class for unseen instance.

3.1 Binary Decomposition

For convenience, let C; = {x; | (x;,y;) € D,y; = ¢;} be the set
of instances associated with the j-th class in D (1 < j < N),
it is easy to know that Z?’: 1 ICjl = m, where | - | computes the
cardinality of one set.

3.1.1 The One-vs-One Strategy

In OvO strategy, each binary classification data set is con-

structed by putting one class as positive and one class as neg-

ative. It is easy to know that there are a total of Loy, = N (1\;_1)

decomposed binary classification tasks for a MCC task with
N classes.

Specifically, let D), = {(x/,y)) | 1 < i < n'} be the I-th
decomposed binary classification data set (1 < I < Lyy,), sup-
pose D! takes class ¢, as positive and class ¢, as negative
(1 <u<v<N)ie,y =+1ifxl € C, while y! = -1 if
xf € C,, we have n’ = |C,|+|C,|. Based on each data set D,
we can learn one binary classifier ! with some binary clas-
sification algorithm & (e.g., logistic regression). For unseen
instance x., each classifier f/,, can return one binary-valued
predicted result (i.e., +1 or —1). If the result is +1 (or —1),
then one vote will be recorded for the corresponding positive
class ¢, (or negative class c¢,). Let s; denote the number of
recorded votes for the j-th class, then the final prediction .

for x, is determined by:

9« = ¢;, where j = argmax s; D
1<j<N

3.1.2 The One-vs-Rest Strategy

In OVR strategy, each binary classification data set is con-
structed by putting one class as positive and the rest classes
as negative. It is easy to know that there are a total of Ly, = N
decomposed binary classification tasks for a MCC task with
N classes.

Specifically, let D/, = {(x!,y!) | 1 <i < n'} be the I-th de-
composed binary classification data set (1 <[ < L,,), where
DL, takes the [-th class ¢; as positive and the rest classes as
negative, i.e., y) = +1 if x} € C; while ! = —1 otherwise,

!

we always have n' = m. Based on each data set D/,

we can
learn one binary classifier f.,, with some binary classification
algorithm £ (e.g., logistic regression). For unseen instance

x,, each classifier f!

~\r can return one real-valued predicted
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Algorithm 1 Learning label-specific features for decomposition-based MCC.

Input:
Output: The predicted class J. for x.
1: Decompose D into a set of binary data sets D' =
2: for/=1to Ldo

The MCC training set D, the employed binary classifier £, and the unseen instance x,

{(xl,yh 11 <i<n'y(1 <1< L)viaOvO, OVR or ECOC;

3. Divide 9/ into two subsets D' and D' according to Eq.(4);
. Determine the number of clusters m' for . and D' according to Eq.(5);

Group D', and D' into m' disjoint clusters;

fori = 1ton' do

For the example x! € O, compute its label-specific features ¢'(x!) according to Eq.(6);

4
5:
6: Initialize D' = @;
7
8
9

: Add (¢!(x!), y!) into D, ie., D' = D
10:  end for
11:  Train binary classifier g’ over 9/, i.e., g’ < £(D');
12: end for
13: for /= 1to L do

U (¢'xh,);

14:  For unseen instance x,, compute its label-specific features ¢/(x.) according to Eq.(6);
15:  Obtain the prediction of x, based on its label-specific features ¢/(x.) and binary classifier g’;

16: end for

17: Return y, via Eq.(1), Eq.(2) or Eq.(3) according to the corresponding decomposition strategy.

result denoted as f!, (x.), then the final prediction 3, for x, is
determined by:

where ] = arg max fovr(x*) 2)
1<j<N

j)—c

3.1.3 The Error Correcting Output Codes Strategy

In ECOC strategy [16], each binary classification data set is
constructed by putting several classes as positive and sev-
eral classes as negative. Thus, compared to OvO and OVR,
ECOC is also known as the most widely used implementation
of Many-vs-Many (MvM) technique. Generally, we need to
preset the parameter L. to determine the number of decom-
posed binary classification tasks in ECOC.

Specifically, ECOC generates a coding matrix M €
{+1, —1}M¥Lecc or {+1,0,—1}V*Lewc  to determine which
classes are taken as positive and which classes are taken as
n'} be the I-th de-
composed binary classification data set which is constructed
according to the /-th column M, if the (j, /)-th item M(j, [) of
M is equal to +1 (or —1), then the j-th class will be taken as
0, then
the j-th class will not be used to construct DL .. It is easy

negative. let DL . = {(xf,yﬁ) |1 <i<

positive (or negative) in Z)em Moreover, if M(j,1) =

to know 1! = Z;" 1 Mo [C)l- Based on each data set D,

we can learn one binary classifier f., . with some binary clas-

COC

sification algorithm € (e.g., lOngth regression). For unseen

instance x., each classifier can return one predicted re-

CCOC

sult, the final prediction . for x, is determined by:

9« = ¢;, where j= argmax dist (fecoc(Xx:), M(J,2))  (3)
1<j<N

[fooe(E)s - feds ()] and M) de-
notes the j-th row of M. Take the Hamming decoding as

where fecoc (%)

an example, f! (x.) corresponds to binary-valued prediction
(i.e., +1 or —1) and dist (-, -) computes the Hamming distance
between its two binary-valued input vectors.

3.2 Label-Specific Features Construction

For simplicity, suppose the MCC problem is transformed
into L binary classification problems via some decomposi-
tion strategy (e.g., OvO, OVR, ECOC), let D' = {(x!,y}) |
1 < i < n'} be the I-th decomposed binary data set, we aim at
constructing some label-specific features which can provide
more discriminative information for model induction. Fol-
lowing the idea of learning label-specific features for multi-
label classification [31], we choose to characterize specific
information w.r.t. each decomposed binary data set via clus-
tering techniques. Specifically, 2 is firstly divided into two
subsets:

) € DLyl = +1)
L) e DLy = -1}

= {xt
={x

[ | ( [
L i

1l 4)
ll ( i

In other words, Z)ﬂr and D' consist of the training instances
which are associated with the positive class and negative class
in D', respectively. To capture the inherent property w.r.t.
two parts of training instances, we group D' into m', disjoint
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clusters, where the corresponding m'. centers are denoted as
Il
{p\.py>- -

joint clusters, where the corresponding m’ centers are de-

!
5

dure is simply done by the traditional k-means algorithm [32].

, pfn . }. Likewise, D is also grouped into m’ dis-

noted as {n}, n),...,n! ). In this paper, the clustering proce-
Moreover, to treat the contribution of £, and D' equally for
the subsequent model induction, the number of clusters for
D! and D' is set to be the same, i.e., m’ = m' = m!. Specif-

ically, m' is set as follows:
m' = [r-min(| D], |DLD] %)

where r € (0, 1) is a hyper-parameter to be tuned.

Generally speaking, the clusters identified by clustering al-
gorithm reveal the underlying structure of the instance set.
Thus, the obtained cluster centers can be utilized to construct
label-specific features for each decomposed binary classifica-
tion problem. Here, we define a mapping function ¢' : X —
Z' where Z' denotes the 2m’-dimensional label-specific fea-
ture space:

¢'(0) = [k, P ke pl) ke, kel )] ()

Here, (-, -) is some similarity measure between two vectors.
In this paper, we simply use the Euclidean distance:

k(i x)) = [l = x 7

With the identified cluster centers and the defined mapping
function ¢l(-), D' can be converted into a new binary classifi-
cation data set:

D ={@(x),y) 11 <i<n') (8)

Based on 9, we can use some binary classification algorithm
€ (e.g., logistic regression) to learn a classification model g/,
ie., g « D). With the predictive outputs of all the L
binary classifiers gl, ..., g%, we can further obtain the final
prediction for unseen instance according to the corresponding
decoding rule of the decomposition strategy.

Algorithm 1 summarizes the complete procedure of learn-
ing label-specific features for MCC. Specifically, step 1 cor-
responds to the binary decomposition procedure via one of
decomposition strategies. For the I-th binary classification
problem, steps 3-10 correspond to specific-features learning
procedure and step 11 corresponds to the model induction
procedure. For unseen instance x,, steps 13-16 obtain its
predictions in all decomposed binary classification problems,
and step 17 returns its final multi-class prediction.

4 Experiments

In this section, comparative studies are conducted to evaluate
the effectiveness of learning label-specific features for the de-
composed binary classification problems in decomposition-
based MCC solutions. Firstly, Subsection 4.1 introduces the
experimental setup, including benchmark data sets, evalua-
tion metrics and compare schema. Secondly, Subsection 4.2
reports the experimental results with some discussions. Fi-
nally, Subsection 4.3 further analyzes the sensitivity and sta-
bility for the method of learning label-specific features.

4.1 Experimental Setup

4.1.1 Benchmark Data Sets

In this paper, a total of ten publicly available multi-class
data sets are collected for comparative studies, where their
detailed characteristics, including the number of examples
(#Example), the number of class labels (#Label) and the num-
ber of features (#Feature), are summarized in Table 1.

Table1 Detailed characteristics of the employed MCC data sets.

Data Set #Example  #Label  #Feature
iris 150 3 4
wine 178 3 13
glass 214 6 9
vowel 528 11 10
dna 2000 3 180
satimage 4435 6 36
usps 7291 10 256
pendigits 7494 10 16
letter 15000 26 16
shuttle 43500 7 9

4.1.2 Evaluation Metrics

In this paper, the two popular multi-class evaluation metrics
Accuracy and Average-F1 are used to evaluate the generaliza-
tion performance of different multi-class classifiers. Specifi-
cally, given a set of MCC test examples S = {(x;,y;) | 1 <i <
p} where y; € {c1,--,cn}, let f be the multi-class classifier
to be evaluated and y; = f(x;) be the predicted class for x;,

then the two metrics can be defined as follows:

e Accuracy:

| &
Accs(f) = > Z[B’hyiﬂ 9
=1
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Table2 Detailed experimental results (mean+std) where the employed binary classifier is SVM.
(a) Accuracy

OvO OvR ECOC

Data Set Specific Original Specific Original Specific Original MSVM

iris 0.947+0.053 0.820+0.077  0.940+0.049 0.813+0.093  0.960+0.056 0.767+0.047  0.947+0.053
wine 0.983+0.027 0.966+0.029  0.989+0.024 0.983+0.027  0.977+0.029 0.949+0.032  0.966+0.039
glass 0.640+0.093 0.620+0.087  0.677+0.120 0.472+0.128  0.706+0.122 0.579+0.081  0.594+0.096
vowel 0.915+0.029 0.750+0.048  0.723+0.062 0.398+0.083  0.852+0.059 0.441+0.060  0.703+0.071
dna 0.902+0.060 0.863+0.036  0.883+0.045 0.879+0.032  0.855+0.124 0.653+0.041  0.916+0.023
satimage 0.851+0.064 0.864+0.018  0.884+0.028 0.778+0.025  0.894+0.009 0.795+0.035 0.858+0.021
usps 0.960+0.006 0.958+0.010  0.942+0.018 0.788+0.016  0.961+0.005 0.910+0.007  0.944+0.011
pendigits 0.993+0.002 0.983+0.004  0.983+0.020 0.797+0.013  0.993+0.003 0.864+0.017  0.965+0.008
letter 0.908+0.009 0.829+0.014  0.843+0.027 0.527+0.010  0.838+0.015 0.475+0.022  0.781+0.016
shuttle  0.993+0.013 0.882+0.007  0.997+0.001 0.789+0.037  0.997+0.001 0.764+0.049  0.980+0.001

(b) Average-F1
OvO OvR ECOC

Data Set Specific Original Specific Original Specific Original MSVM

iris 0.942+0.058 0.807+0.068  0.935+0.054 0.811+0.076  0.956+0.064 0.738+0.066  0.941+0.058
wine 0.979+0.035 0.960+0.036  0.985+0.032 0.983+0.027  0.975+0.034 0.947+0.032  0.960+0.045
glass 0.550+0.121 0.577+0.117  0.563+0.149 0.473+0.095  0.628+0.123 0.528+0.082  0.557+0.114
vowel 0.916+0.028 0.727+0.054  0.707+0.064 0.356+0.075  0.853+0.054 0.399+0.051  0.664+0.077
dna 0.884+0.075 0.856+0.037  0.862+0.065 0.873+0.034  0.842+0.125 0.652+0.041  0.906+0.025
satimage 0.824+0.070 0.823+0.023  0.851+0.033 0.649+0.024  0.861+0.019 0.665+0.049  0.782+0.020
usps 0.955+0.006 0.952+0.012  0.938+0.020 0.762+0.018  0.956+0.005 0.900+0.008  0.937+0.013
pendigits 0.993+0.002 0.983+0.004  0.982+0.022 0.788+0.010  0.993+0.003 0.860+0.018  0.965+0.008
letter 0.906+0.009 0.826+0.014  0.846+0.027 0.510+0.009  0.839+0.014 0.442+0.025 0.775+0.015
shuttle  0.799+0.080 0.478+0.060  0.704+0.114 0.305+0.069  0.716+0.055 0.280+0.066  0.660+0.067

Here, [y, 7] returns 1 if 7y is equal to 7 and O other-
wise.
o Average-F1:

N

1 2P;-R;
AVSFIS(N = 5 ) 5

(10)
o PitR;

Here, P; and R; denote the precision and recall for the
Jj-th class whose definitions are given as follows:

EaBned Al | ZEBeclAlicl
> Bl o > el

For the two metrics, it is easy to know that the larger the

P =

values, the better the performance. Ten-fold cross validation
is conducted over each data set for each compared method,
where both the mean value and the standard deviation for
each evaluation metric are recorded for comparative studies.

4.1.3 Compare Schema

In this paper, to validate whether learning label-specific fea-
tures for decomposition-based MCC solution is effective or

not, given one MCC problem which is solved via decompo-
sition strategy, we compare the experimental results where
the binary classifier for each decomposed binary classifica-
tion problem is trained based on the learned label-specific
features and original features. For simplicity, given one de-
composition strategy, we use “Specific” and “Original” to re-
spectively denote that the decomposed binary classification
problems are solved based on the learned label-specific and
original features in the following parts of this paper.

We investigate the three popular decomposition strategies,
including OvR, OvO and ECOC. As implementing decom-
position MCC methods necessitates a binary classifier, both
support vector machine (SVM) and logistic regression (LR)
are investigated in experiments and both of them are imple-
mented by LIBLINEAR [33]. We also include multi-class
SVM (MSVM) [34] and softmax regression [35] in experi-
ments. They are the two direct MCC methods which gener-
alize SVM and LR to MCC scenarios and serve as the basic
reference for decomposition-based MCC solutions. Besides,
the ECOC matrix is generated by the Matlab built-in function
designecoc with parameter setting ‘denserandom’.
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Table3 Detailed experimental results (mean+std) where the employed binary classifier is LR.
(a) Accuracy

ovO OvR ECOC
Data Set Specific Original Specific Original Specific Original Softmax
iris 0.947+0.053 0.953+0.055 0.933+0.070 0.893+0.084  0.907+0.105 0.707+0.064  0.933+0.070
wine 0.983+0.027 0.983+0.027  0.983+0.027 0.989+0.023 0.972+0.040 0.972+0.040  0.983+0.027
glass 0.659+0.093 0.607+0.117  0.696+0.127 0.575+0.093  0.668+0.127 0.552+0.093  0.603+0.108
vowel 0.849+0.048 0.797+0.062  0.776+0.042 0.532+0.068  0.803+0.034 0.356+0.070  0.635+0.061
dna 0.933+0.018 0.931+0.014  0.930+0.018 0.944+0.022 0.906+0.023 0.912+0.023 0.937+0.016
satimage 0.900+0.013 0.868+0.020  0.890+0.013 0.839+0.019  0.893+0.015 0.805+0.025 0.860+0.021
usps 0.965+0.006 0.965+0.007  0.948+0.007 0.951+0.010  0.960+0.007 0.914+0.012  0.953+0.008
pendigits 0.990+0.004 0.979+0.005  0.987+0.004 0.943+0.008  0.989+0.003 0.869+0.015  0.959+0.008
letter 0.911+0.012 0.835+0.013  0.862+0.013 0.718+0.015  0.883+0.011 0.445+0.022 0.767+0.014
shuttle  0.996+0.001 0.966+0.003  0.993+0.002 0.929+0.003  0.989+0.003 0.854+0.069  0.966+0.002
(b) Average-F1
OovO OvR ECOC
Data Set Specific Original Specific Original Specific Original Softmax
iris 0.943+0.058 0.951+0.059  0.934+0.067 0.891+0.077 0.901+0.116 0.681+0.071  0.930+0.070
wine 0.979+0.035 0.980+0.032 0.979+0.035 0.989+0.024 0.970+0.041 0.969+0.042  0.977+0.037
glass 0.540+0.130 0.532+0.132  0.592+0.164 0.483+0.110  0.524+0.124 0.422+0.097 0.528+0.123
vowel 0.849+0.042 0.771+£0.066  0.771+0.051 0.495+0.078  0.796+0.051 0.313+0.074  0.599+0.061
dna 0.923+0.022 0.921+£0.016  0.920+0.023 0.936+0.024  0.892+0.029 0.904+0.024 0.928+0.019
satimage 0.873+0.017 0.827+0.021  0.862+0.015 0.753+0.021  0.864+0.018 0.688+0.033  0.812+0.025
usps 0.961+0.007 0.961+0.009  0.942+0.008 0.945+0.012  0.955+0.007 0.906+0.012  0.947+0.009
pendigits 0.990+0.004 0.979+0.004  0.987+0.004 0.942+0.008  0.988+0.003 0.866+0.015  0.959+0.007
letter 0.909+0.012 0.832+0.014  0.859+0.013 0.712+0.015  0.882+0.011 0.406+0.023  0.762+0.014
shuttle  0.761+0.053 0.625+0.078  0.650+0.083 0.511+0.064  0.562+0.093 0.374+0.124  0.602+0.068
Table4 Wilcoxon signed-ranks test for “Specific” against “Original” (at 0.05 significance level; p-values shown in the brackets).

Decomposition SVM LR

Strategy Accuracy Average-F1 Accuracy Average-F1

OovO win[9.77e-03] win[1.95e-02] win[1.95¢e-02] win[3.71e-02]

OVR win[1.95e-03] win[5.86e-03] win[2.73e-02] win[2.73e-02]

ECOC win[1.95e-03] win[1.95e-03] win[7.81e-03] win[5.86e-03]

4.2 Experimental Results

The detailed experimental results are reported in Tables 2-3.
For convenient comparison, the better experimental result of
“Specific”” and “Original” over each data set for each decom-
position strategy is shown in bold face. Moreover, for each
decomposition strategy in terms of each evaluation metric,
to further show whether “Specific” is statistically better than
“Original” over the whole benchmark data sets, Wilcoxon
signed-ranks test [36] is used as the statistical test tool (the
significance level is set to 0.05). Accordingly, the test results
are summarized in Table 4 where the p-values are also shown
in the brackets.

According to the statistical test results in Table 4, it is

shown that no matter SVM or LR is employed as the bi-
nary classifier, “Specific” always achieves statistically better
performance than “Original” over the whole benchmark data
sets in terms of both the two evaluation metrics for all the
three decomposition strategies. These experimental results
clearly validate the effectiveness of learning label-specific
features for decomposed binary classification problems in
decomposition-based MCC solutions.

According to the detailed experimental results in Tables 2-
3, it can be observed that “Specific” achieves superior per-
formance against “Original” over most data sets for all the
three strategies with either SVM or LR being the binary clas-
sifier. However, it is shown that the performance relation-
ships between “Specific” and “Original” are related to bi-
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Fig. 1 Performance of the three decomposition-based MCC methods change when the value of r increases from 0.01 to 0.3.

nary classifier, data set, decomposition strategy and evalua-  “Original” in all cases, while when LR is employed, “Spe-
tion metrics. For example, on data set wine, when SVM is  cific” only achieves superior performance against “Original”
employed, “Specific” achieves superior performance against for ECOC in terms of Average-F1. For another example,
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TableS The experimental results (minimum/mean=+std/maximum) for stability analysis where the employed binary classifier is SVM.

(a) Accuracy

Data Set OovO OvR ECOC MSVM

iris 0.940/0.943+0.003/0.947  0.940/0.945+0.005/0.953  0.933/0.945+0.007/0.953 | 0.947+0.053
wine 0.972/0.974+0.003/0.977  0.972/0.978+0.004/0.983  0.966/0.975+0.005/0.983 | 0.966+0.039
glass 0.636/0.649+0.009/0.664  0.640/0.672+0.015/0.692  0.668/0.675+0.007/0.692 | 0.594+0.096
vowel 0.869/0.889+0.013/0.911  0.701/0.714+0.012/0.742  0.852/0.862+0.008/0.879 | 0.703+0.071
dna 0.875/0.905+0.016/0.924  0.896/0.910+0.008/0.926  0.782/0.858+0.030/0.887 | 0.916+0.023
satimage | 0.849/0.864+0.013/0.886  0.836/0.877+0.016/0.889  0.888/0.894+0.003/0.898 | 0.858+0.021
usps 0.952/0.956+0.003/0.960  0.920/0.934+0.008/0.945  0.959/0.961+0.001/0.963 | 0.944+0.011
pendigits | 0.983/0.988+0.002/0.991  0.974/0.985+0.006/0.992  0.992/0.992+0.000/0.993 | 0.965+0.008
letter 0.898/0.903+0.003/0.909  0.816/0.837+0.010/0.850  0.825/0.835+0.005/0.841 | 0.781+0.016
shuttle 0.992/0.996+0.002/0.998  0.997/0.997+0.000/0.997  0.997/0.997+0.000/0.997 | 0.980+0.001

(b) Average-F1

Data Set OvO OvR ECOC MSVM

iris 0.933/0.938+0.005/0.944  0.935/0.942+0.007/0.952  0.928/0.941+0.008/0.952 | 0.941+0.058
wine 0.968/0.970+0.003/0.974  0.969/0.974+0.004/0.979  0.963/0.972+0.005/0.980 | 0.960+0.045
glass 0.539/0.556+0.009/0.568  0.529/0.562+0.023/0.598  0.553/0.573+0.014/0.598 | 0.557+0.114
vowel 0.875/0.889+0.013/0.911  0.681/0.698+0.016/0.735  0.852/0.861+0.008/0.877 | 0.664+0.077
dna 0.861/0.890+0.018/0.912  0.871/0.894+0.012/0.914  0.758/0.842+0.033/0.875 | 0.906+0.025
satimage | 0.816/0.832+0.012/0.854  0.802/0.845+0.018/0.861  0.858/0.866+0.005/0.873 | 0.782+0.020
usps 0.946/0.951+0.003/0.956  0.916/0.930+0.008/0.941  0.954/0.956+0.001/0.958 | 0.937+0.013
pendigits | 0.983/0.988+0.002/0.991  0.973/0.985+0.006/0.992  0.992/0.992+0.000/0.993 | 0.965+0.008
letter 0.895/0.902+0.004/0.907  0.825/0.842+0.008/0.853  0.827/0.836+0.004/0.841 | 0.775+0.015
shuttle 0.783/0.815+0.016/0.845  0.718/0.745+0.019/0.778  0.666/0.697+0.019/0.722 | 0.660+0.067

Table 6 The experimental results (minimum/meanz+std/maximum) for stability analysis where the employed binary classifier is LR.
(a) Accuracy

Data Set OovO OvR ECOC Softmax

iris 0.933/0.942+0.005/0.953  0.920/0.930+0.007/0.940  0.900/0.916+0.010/0.933 | 0.933+0.070
wine 0.972/0.979+0.006/0.983  0.977/0.982+0.002/0.983  0.972/0.977+0.003/0.983 | 0.983+0.027
glass 0.650/0.661+0.008/0.673  0.663/0.682+0.012/0.705  0.640/0.656+0.012/0.673 | 0.603+0.108
vowel 0.850/0.859+0.005/0.869  0.763/0.785+0.011/0.801  0.782/0.791+0.009/0.807 | 0.635+0.061
dna 0.931/0.936+0.003/0.941  0.926/0.929+0.002/0.932  0.903/0.908+0.003/0.912 | 0.937+0.016
satimage | 0.900/0.901+0.001/0.903  0.888/0.890+0.001/0.892  0.886/0.889+0.001/0.891 | 0.860+0.021
usps 0.965/0.966+0.001/0.968  0.948/0.949+0.001/0.950  0.960/0.961+0.001/0.962 | 0.953+0.008
pendigits | 0.990/0.990+0.000/0.991  0.986/0.987+0.001/0.988  0.988/0.988+0.000/0.989 | 0.959+0.008
letter 0.908/0.909+0.001/0.910  0.860/0.862+0.002/0.864  0.882/0.883+0.001/0.885 | 0.767+0.014
shuttle 0.995/0.995+0.000/0.996  0.992/0.993+0.000/0.994  0.989/0.990+0.001/0.991 | 0.966+0.002

(b) Average-F1

Data Set OvO OvR ECOC Softmax

iris 0.933/0.939+0.006/0.952  0.918/0.929+0.008/0.941  0.897/0.912+0.010/0.931 | 0.930+0.070
wine 0.967/0.974+0.006/0.981  0.974/0.978+0.002/0.979  0.969/0.974+0.003/0.980 | 0.977+0.037
glass 0.537/0.547+0.008/0.558  0.553/0.584+0.019/0.624  0.530/0.552+0.017/0.576 | 0.528+0.123
vowel 0.845/0.856+0.006/0.866  0.759/0.779+0.011/0.793  0.772/0.786+0.010/0.800 | 0.599+0.061
dna 0.920/0.926+0.003/0.931  0.916/0.919+0.002/0.923  0.890/0.894+0.003/0.899 | 0.928+0.019
satimage | 0.873/0.875+0.001/0.877  0.860/0.862+0.001/0.865  0.856/0.860+0.002/0.862 | 0.812+0.025
usps 0.961/0.963+0.001/0.965  0.942/0.943+0.001/0.944  0.955/0.957+0.001/0.958 | 0.947+0.009
pendigits | 0.990/0.990+0.000/0.990  0.986/0.987+0.001/0.988  0.988/0.988+0.000/0.989 | 0.959+0.007
letter 0.907/0.908+0.001/0.909  0.857/0.860+0.002/0.862  0.880/0.882+0.001/0.883 | 0.762+0.014
shuttle 0.746/0.753+0.007/0.763  0.622/0.650+0.014/0.665  0.529/0.543+0.010/0.561 | 0.602+0.068

on data set usps and when LR is employed, “Specific”  applications, different label-specific features generation tech-
achieves superior/equal/inferior performance against “Orig-

inal” for ECOC/OvO/OvVR strategy. Therefore, in real-world

niques should be developed with considering the MCC solu-
tion’s specific characteristics, including the binary classifier,



10

decomposition strategy, the evaluation metric, etc.

Besides, as shown in Tables 2-3, with the same decompo-
sition strategy, there are many cases that “Specific” achieves
superior performance against the corresponding direct multi-
class classifier while “Original” achieves inferior perfor-
mance against the corresponding direct multi-class classifier
(e.g., the experimental results over data set shuttle when
the employed binary classifier is SVM). These experimen-
tal results also validate the effectiveness of learning label-
specific features for decomposed binary classification prob-
lems in decomposition-based MCC solutions.

4.3 Further Analysis

4.3.1 Parameter Sensitivity Analysis

As stated in Subsection 3.2, there is one parameter in the pro-
cedure of learning label-specific features, i.e., the ratio r to
determine the number of clusters. To investigate how this
parameter affects the performance, sensitivity analysis is con-
ducted w.r.t. the ratio . Specifically, Fig. 1 illustrates how the
performance of the three decomposition-based MCC meth-
ods fluctuate when the value of r increases from 0.01 to 0.3.
It can be observed that the performance of these methods will
be improved with increasing » in general. Besides, it can also
be observed that the performance will become stable or be
improved very slowly with large ». However, the larger the
value of r, the higher the dimension of label-specific features,
which means higher computational complexity of model in-
duction. In previous comparative studies, the value of r is
fixed as 0.1 to make a compromise between performance and
computational complexity.

4.3.2 Algorithmic Stability Analysis

As stated in Subsection 3.2, the specific information about
each decomposed binary data set is characterized by cluster-
ing techniques, and the clustering procedure is simply done
by the traditional k-means algorithm. As the clusters identi-
fied by k-means are unstable and then the label-specific fea-
tures will be different for the same decomposed binary data
set. To show this influence, we repeat the experiments ten
times with different random seeds to obtain different cluster-
ing results. As mentioned before, ten-fold cross validation
is conducted over each data set for each compared method.
When the experiments are repeated, we only record the mean
value for each evaluation metric and then obtain ten mean
values over each data set in terms of each evaluation metric.
Tables 5-6 report the minimum, mean and standard deriva-

Bin-Bin JIA et al.: Learning label-specific features for decomposition-based multi-class classification

tion, maximum of the ten mean values. The experimental
results of multi-class SVM and softmax regression are also
given for reference purpose. It is shown that, in general, the
larger the data set, the more stable the experimental results.
One exception is the data set shuttle, which has a rela-
tively large standard derivation. The possible reason is that
this data set suffers severe class imbalance [37]. Although it
has a total of 43500 samples, the second, third, sixth, seventh
classes only have 37, 132, 6, 11 samples, respectively.

5 Conclusion

The main contribution of this paper is proposing to learn
label-specific features for each decomposed binary classifica-
tion problem in decomposition-based MCC solutions, which
suggests a novel perspective to learn decomposition-based
multi-class classifier. To put this idea into practice, we gen-
erate label-specific features via clustering analysis for each
binary classification problem. Experimental results clearly
validate the effectiveness of such strategy.

This paper only represents a preliminary attempt to-
wards learning label-specific features for decomposition-
based MCC solutions. In the future, it is interesting to ex-
plore other feasible techniques to obtain label-specific fea-
tures, e.g., feature selection. Besides, it is also interesting
to further utilize the specific information residing in different
decomposition strategies.
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