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Abstract

The learnware paradigm aims to establish a learnware dock
system of numerous well-trained machine learning models,
enabling users to reuse existing helpful models for their
tasks instead of starting from scratch. Each learnware in the
system is a well-established model submitted by its devel-
oper, associated with a specification generated by the learn-
ware dock system. The specification characterizes the spe-
cialty of the corresponding model, enabling it to be identi-
fied accurately for new task requirements. Existing specifi-
cation generation methods are mostly based on the Reduced
Kernel Mean Embedding (RKME) technique, which uses the
Maximum Mean Discrepancy (MMD) in the Reproducing
Kernel Hilbert Space (RKHS) to seek a reduced set that char-
acterizes the model’s capabilities. However, existing RKME-
based methods mainly utilize feature information to gener-
ate specifications by assuming the existence of the ground-
truth labeling function, while leaving the label information,
which is capable of providing rich semantic characterization,
untouched. Furthermore, the quality of the generated speci-
fications heavily relies on the choice of the kernels, which
makes it prohibitive to adapt to all real-world scenarios. In
this paper, to overcome the above limitations, we propose a
novel specification approach named LANE, i.e., Label-Aware
Neural Embedding. In LANE, the neural embedding space
is utilized to replace the RKHS, effectively circumventing
the step of kernel selection and thereby addressing the de-
pendency on kernels in existing RKME-based specification
methods. More importantly, LANE uses the label information
as additional supervision to enhance the generation process,
resulting in specifications of superior quality. Extensive ex-
periments demonstrate the effectiveness and superiority of the
proposed LANE approach in the learnware paradigm.

Introduction

In recent years, advancements in machine learning technol-
ogy and its growing real-world applications have given rise
to a multitude of models (Jordan and Mitchell 2015). How-
ever, the traditional machine learning paradigm requires a
step-by-step construction of the model from scratch tailored
to each task. This approach demands a large amount of
high-quality training data (Zhu et al. 2016), costly compu-
tational resources (Menghani 2023), and proficient training
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skills (Mumuni, Mumuni, and Gerrar 2024), thus making the
process highly intricate and expensive (Sarker 2021). Fur-
thermore, concerns surrounding data privacy and proprietary
restrictions significantly impede users from developing and
reusing models across varying tasks.

To address these challenges concurrently, the learnware
paradigm has been introduced (Zhou 2016). This paradigm
aims to establish a learnware dock system of numerous well-
trained machine learning models, enabling users to reuse ex-
isting helpful models for their tasks instead of starting from
scratch (Zhou and Tan 2024). Each learnware in the dock
system is a well-established model associated with a specifi-
cation, which characterizes the specialty of the correspond-
ing model in the submitting stage, enabling it to be identified
accurately for new task requirements in the deploying stage.
To achieve this vision, the key challenge is: How to gener-
ate specifications that represent the ability and specialty of
models without exposing the developers’ training data, and
leverage these specifications to identify and even reassemble
a few helpful learnware’s models to tackle new tasks?

Reviewing the entire learnware paradigm, it becomes ev-
ident that the quality of the specification is a critical fac-
tor influencing model reuse. Existing specification genera-
tion methods are mostly based on the Reduced Kernel Mean
Embedding (RKME) technique (Wu et al. 2023; Zhou and
Tan 2024), which uses the Maximum Mean Discrepancy
(MMD) in the Reproducing Kernel Hilbert Space (RKHS)
to seek a reduced set that characterizes the model’s capa-
bilities. Through the RKME technique, users can efficiently
identify useful learnwares by aligning their requirement data
with the generated specification, all while preserving pri-
vacy (Lei, Tan, and Zhou 2024). Recently, the first open-
source learnware dock system, Beimingwu, has been suc-
cessfully developed and released (Tan et al. 2024c).

Although existing RKME-based specification methods
for learnware retrieval and model reuse have proven effec-
tive in many application scenarios (Zhang et al. 2021; Guo
et al. 2023; Xie et al. 2023; Tan et al. 2024a). such methods
mainly utilize feature information to generate specifications
by assuming the existence of the ground-truth labeling func-
tion, while leaving the label information, which is capable
of providing rich semantic characterization, untouched. Fur-
thermore, the quality of the generated specifications heav-
ily relies on the choice of the kernels, which makes it pro-



hibitive to adapt to all real-world scenarios.

To overcome the above limitations of existing RKME-
based specification methods, we propose a novel specifica-
tion approach named LANE, i.e., learnware specification via
Label-Aware Neural Embedding. Specifically, in the sub-
mitting stage, we leverage both feature and label information
of the training data to model intra-class feature distributions
through numerous random neural networks, mapping them
to the neural embedding space. Subsequently, we implement
distribution matching to ensure the specification accurately
reflects the inherent characteristics of the dataset. In the de-
ploying stage, we devise a fine-grained method to identify
useful learnwares based on the proposed LANE specifica-
tion, which incorporates the intra-class feature information
retained by the specification into the mixture weights esti-
mation. This enables the correlation between the user re-
quirements and the learnwares to be effectively captured in
the neural embedding space. Different from existing RKME-
based specification methods, in LANE, the neural embed-
ding space is utilized to replace the RKHS, effectively cir-
cumventing the step of kernel selection and thereby ad-
dressing the dependency on kernels in existing methods.
More importantly, LANE uses the label information as ad-
ditional supervision to enhance the generation process, re-
sulting in specifications of superior quality. Extensive ex-
periments demonstrate the effectiveness and superiority of
the proposed LANE approach in the learnware paradigm.

The rest of this paper is organized as follows. Section 2
briefly reviews related works. Section 3 introduces prelim-
inaries required to understand our proposed approach. Sec-
tion 4 presents the details of the proposed LANE approach.
Section 5 reports the experimental results of comparative
studies. Section 5 concludes the paper.

Related Works

Learnware (Zhou 2016) introduces a novel paradigm that
differs from the traditional machine learning paradigm. This
paradigm enables users to identify learnwares, consisting of
both a well-established model and its specification, in the
learnware dock system according to their task requirements,
and then reuse the models they need. The specification is a
critical element of the learnware paradigm, and it character-
izes the model’s capabilities through semantic description-
s/labels and statistical representations (Zhou and Tan 2024).
Moreover, the specification must ensure the comprehensi-
bility of the model while safeguarding data inaccessibil-
ity. To this end, the RKME specification method was pro-
posed to generate specifications and support the learnware
paradigm (Wu et al. 2023), and it was also demonstrated
in (Lei, Tan, and Zhou 2024) that RKME specification pro-
cess privacy-preserving capabilities. Recently, substantial
progress has been made in this direction across various ma-
chine learning scenarios. For example, in the heterogeneous
feature space scenarios, Tan et al.(2024a) strengthened the
characterization of model capabilities through RKME speci-
fication in a unified subspace, utilizing the conditional distri-
butions induced by label information, and further enhanced
learnware identification by additionally matching condi-
tional distributions. Furthermore, Tan et al.(2024b) collected

auxiliary data from the entire feature space, enabling the
mapping of heterogeneous data into a unified subspace
for reduction. Subsequently, (Tan et al. 2023) investigated
the organization and utilization of heterogeneous learnware
Dock system without the need to access the original or
auxiliary data across feature spaces. Zhang et al.(2021) ex-
tended RKME specification to handle user tasks with unseen
parts, while Guo et al.(2023) addressed the issue of hetero-
geneous label spaces by incorporating a linear proxy model
into the RKME specification. However, existing methods re-
quire identifying useful learnwares one by one across the
learnware dock system. Xie et al.(2023) utilize the similarity
of specifications, represented by distances in the RKHS, to
construct learnware anchors, thereby accelerating the iden-
tification efficiency. With the increasing number of learn-
wares available, an evolvable learnware specification with
an index-based approach was proposed to address the chal-
lenge of evaluating a model’s capacity to exceed its original
training task, allowing for more accurate and efficient iden-
tification of useful learnwares (Liu, Tan, and Zhou 2024).

Based on the aboved research, the first learnware dock
system, Beimingwu has been developed and released (Tan
et al. 2024c¢). The system streamlines the entire learnware
process and provides a highly scalable architecture, facili-
tating the implementation of future research.

These RKME-based studies generate specifications by ap-
proximating data distribution via pre-defined kernel func-
tions, which are hard to generalize for all real-world scenar-
ios. In this paper, we propose a novel learnware specification
approach, LANE, making an attempt to incorporate label in-
formation from the training data and eliminate the depen-
dency on kernels by introducing the neural embedding.

Preliminaries
Learnware Paradigm

The learnware paradigm comprises two distinct stages: a
submitting stage and a deploying stage.

The Submitting Stage. In this stage, suppose there are ¢
developers submitting their well-established models to the
learnware dock system for future use. The i-th developer has
access to a private local dataset D; = {(x; n, yiﬁn)}ﬁil , rep-
resenting the specific task 7;. Let X’ denote the input space
and ) denote the output space. The task T; = (P, f;) in-
cludes a data distribution P; of the dataset D; on the input
space X and a well-established model f;: X — ), such that:

Vi € [c],Vj € [Ni],V(%i5,¥i,;) € D, fi(xi3) = vij, (1)

where [c] denotes the set {1,--- , c}.

When the learnware dock system receives an uploaded
task T = (P, f), it generates a specification z corresponding
to the model f, aiming to approximate P,, the distribution
of the specification z, as closely as possible to the data dis-
tribution P in order to capture the model’s specialty, i.e.,

min [|u(P) — u(P2)|*, @)

where p(+) is a formalized distribution function, such as the
Gaussian distribution, characterizing a specific distribution
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Figure 1: The learnware paradigm of LANE and RKME. Note that the process of identifying useful learnware is performed
in the corresponding embedding space through the respective specification (LANE or RKME) and the given requirement. In
addition, to ensure effective differentiation of data for different tasks and requirements, a global deep learning feature extractor
is incorporated into the learnware paradigm, which maps all data to a unified feature space.

pattern. Subsequently, the learnware {f, P,} is created and
stored in the learnware dock system for future use.

The Deploying Stage. In the traditional machine learn-
ing paradigm, different task scenarios generally require dif-
ferent datasets. The characteristics of different datasets can
be utilized to differentiate various well-established models.
Therefore, the model f corresponding to task T = (P, f)
in the learnware dock system can be reused on new task
T = (P, f), which has the same data distribution as the
training data corresponding to f (Tan et al. 2024c¢), i.e.,

Vi € [c], Ex~p; E(f(x%f(x)) <, 3)

where £ : )Y x Y — R is the loss function such as mean-
square error (MSE) for measuring the difference of the two
models, and € is a positive real number close to zero.

In this stage, the user hopes to receive some helpful
models from the learnware dock system to handle her task
while ensuring data security, i.e., without disclosing her raw
data. These expected models will enable the user to pre-

dict her dataset D = {%,})_,, which contains unknown
labels and is sampled from a distribution P;. The learnware
paradigm then identifies useful learnwares by calculating the
correlating the requirements with existing ¢ specifications
in the dock system through the mixture weights estimation
method, i.e.,

min
W1, W2, We

— > wip(Py)|| €
=1

where w; indicates the degree of correlation between the re-
quirement and the ¢-th specification. Thus, suitable learn-
wares that meet the user’s requirement can be identified and
then the helpful models in the dock system can be reused.

To maintain the privacy-preserving nature of the learn-
ware paradigm, the requirement data cannot be accessed di-
rectly. Instead, as the combinatorial distribution of the useful
learnware specifications closely mirrors that of the require-
ment dataset, the paradigm can generate a mimic dataset by
sampling from these specifications. This mimic dataset al-
lows the useful learnwares to determine which portions of
the requirement they can address by training a learnware in-
dex selector, or classifier. Consequently, the paradigm en-
ables model reuse by having the useful learnwares train on
the relevant portions of the requirement, thereby generating

the desired results ¥ = {yn}ﬁll.

Reduced Kernel Mean Embedding Specification

The RKME-based specification method is derived from the
combination of kernel mean embedding (KME) and re-
duced set techniques. The core idea of RKME specification
is to use the reduced set containing minor weighted sam-
ples {(Bm, zm)}M_, to approximate the empirical KME of
the original dataset {x,})_,. This method is well-suited
for generating learnware specifications, as it not only cap-
tures the feature distribution of the training data but also en-
sures privacy preservation. Specific examples are illustrated
in Figure 1. In the submitting stage of learnware paradigm,
Eq.(2) is reformulated by RKME specification as

N 2
Z*k Xna' Zﬁm zma' . &)
n=1 Hy

Here, M < N, k(-,-) is the pre-defined kernel function
corresponding to the RKHS Hy, B = {8}, and Z =
{zm }M_, are combined as the reduced set { (B, zm ) M.
Let () = er\le Bmk(zm, +), the learnware is denoted as

min
B8,z



{f,®(-)} in the RKME-based specification method. Then,
in the deploying stage, Eq.(4) is rewritten as
. 2

|
ww{g}‘r}.,w Z Nk Xn, ) Zwl i . (6)
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Here, ®; denotes the ¢-th leanware in the dock system.
Eq.(6) ensures that both the requirement and existing spec-
ifications from the learnware dock system reside whithin
the same RKHS space, allowing for the identification of
useful learnwares. Correspondingly, leveraging the RKME
specification, data that mimics the requirement distribu-
tion is synthesized in the RKHS using kernel herding tech-
niques (Chen, Welling, and Smola 2010; Chen 2013). Fi-
nally, the learnware index selector, developed by the clas-
sifier, identifies the portion of the requirement that can be
effectively addressed by the model of useful learnwares. It
subsequently facilitates model reuse to generate the results
in response to the requirement.

The Proposed LANE Approach

The proposed LANE approach is illustrated in Figure.1. By
considering the rich semantic characterization associated
with label information, the LANE approach maps labeled
data into the neural embedding space using numerous ran-
dom neural networks. This ensures that the generated spec-
ification preserves the intra-class feature distribution of the
task dataset. Subsequently, user requirements can utilize the
LANE specification to identify useful learnwares in the neu-
ral embedding space and achieve model reuse.

The Submitting Stage

For the learnware paradigm, the submitting stage involves
the developer submitting the pre-trained model f and the
dataset D = {(x,,yn)})_, to generate the corresponding
specification. The model and the specification then consti-
tute the learnware to be submitted to the dock system.

To overcome the limitations of existing RKME-based
specification methods, the LANE approach incorporates la-
bel information as supplementary guidance, allowing the
specification in the neural embedding space to better approx-
imate the intra-class feature distributions within the dataset.
This ensures that the statute accurately captures both the
model’s specialty and inherent characteristics of the dataset.
Moreover, since ground-truth intra-class feature distribu-
tions are inaccessible, we rely on empirical estimates de-
rived from Maximum Mean Discrepancy (MMD) (Gretton
et al. 2012) within the neural embedding space to achieve
this. Therefore, Eq.(2) can be rewritten as:

mln E

where K is the number of classes in the dataset D, BY rep-
resents the mini-batch of the k-th class in dataset D, and Bkz
denotes the mini-batch of the k-th class in specification Z.
Here, the specification Z is defined as {(2,,, ¥, ) }M_;, and

2
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initialized by randomly sampling from the data distribution
P of the dataset D while maintaining the same of classes.
Subsequently, the learnware, defined as {f, Z}, is created
and stored in the learnware dock system for future use.

Let F denotes the objective function of Eq.(7), the com-
plete submitting stage of the proposed LANE approach is
then summarized in Algorithm 1. Firstly, the specification
is initialized through random sampling from the developer
dataset D (Step 1). After that, The specification is generated
through an optimization procedure according to Eq.(7) (Step
2-7). Finally, the model f and the generated specification Z
are utilized to create the corresponding learnware (Step 8).

Algorithm 1: The submitting stage of our LANE approach

Input: Developer dataset D = {(x,,¥,)}2_, and pre-
trained model f.
Parameter: Neural network ), parameterized with v, ran-
dom probability distribution over parameters P,, iteration
T, and learning rate 7.
Output: Learnware { f, Z}.

1: Randomly initialize the specification Z ~ Py, with

each class having a size of M;
2: fort =1toT do

3:  Sample v ~ P;

4:  Sample mini-batches BY ~ D and B ~ Z for each
class;

5:  Compute the objective function F of Eq.7;

6: Update Z < Z —nVzF(Z);

7: end for

8: Combine the pre-trained model f and the generated

specification Z to form the learnware { f, Z};
9: return The corresponding learnware { f, Z}.

It is also worth noting that 1, is a strategy that uses
random sampling of numerous random neural network pa-
rameters, i.e., v ~ P,, where P, is the random proba-
bility distribution over parameters (Zhao and Bilen 2021).
Since random neural network have been demonstrated to
perform distance-preserving embedding of data, i.e., smaller
distances between data of the same class and larger dis-
tances between data of the different classes (Giryes, Sapiro,
and Bronstein 2016), we learn the generated specification by
sampling to minimize the difference between the two feature
distributions in neural network embedding spaces. In con-
trast to the RKME specification methods, which use a ker-
nel function to fit the distribution in the RKHS, the proposed
LANE approach employs numerous random neural networks
to learn the feature distribution in the neural embedding
space. This approach effectively addresses the dependency
on pre-defined kernel functions and is more generalizable.

As stated in Proposition 4.3 of (Dong, Zhao, and Lyu
2022), Eq.7 guarantees that the dataset D’s center of gravity
aligns with that of the generated specification Z. Moreover,
given that the specification is initialized through random
sampling from D, i.e., ¥(z,y.) € Z,z ~ Py, combined
with Proposition 4.3 and 4.4 in (Dong, Zhao, and Lyu 2022),
we can conclude that the generated specification is capable
of representing the dataset D with a small amount of data.



Furthermore, according to Proposition 4.8-4.10 in (Dong,
Zhao, and Lyu 2022), the privacy bounds of Eq.7 are ana-
lyzed using the membership inference attacks (Kairouz, Oh,
and Viswanath 2015), directly relating to the differential pri-
vacy (Dwork et al. 2006). These theoretical results clearly
demonstrate the privacy-preserving nature of our proposed
LANE specification approach.

The Deploying Stage

During the submitting stage of the proposed LANE ap-
proach, the learnware dock system is enriched with a variety
of leanwares. In the deploying stage, users can submit their
requirement D to the leanware dock system, identifying ap-
propriate learnwares and reusing helpful models.

In order to identify appropriate learnwares in the dock
system, the first step is to estimate the degree of correlation
between the requirement and the existing learnware spec-
ifications. Given that the LANE specification encompasses
intra-class feature distributions and is generated within the
neural embedding space, we conduct mixture weights es-
timation in this space while concurrently considering the
intra-class feature distribution information of the specifica-
tion. Accordingly, Eq.(4) is reformulated as follows:

Zwamean Yo (Zi || s

n=1 =1 j=1
®)

mean(wv(Zi,j)) = L Z ¢1)(Z)7

=z
| Z7J| (2,92)€2,;

K is the number of classes in the i-th learnware specifica-
tion, Z; ; and w; ; denote the specification and the weight
for the j-th class of the ¢-th learnware, respectively. Here,
W = [w171,w1,2,~ . ,’LUCVKC]T S RNW, where Nw =
Oy Z]K:1 1, is the mixture weight vector. The optimiza-
tion problem in Eq.(8) can be equivalently reformulated as
the following quadratic programming problem:

1
min ~-W' HW + C'W
W 2

- )]
st. 1y W=1,
where
Hiiin Hinae Hiy ek,
H_ H1.2,11 H1.2,12 .- . H12.,cKc € RNoxNo
Hegom Hexono oo Herook,
Hijpi = mean(vy(Z5,5)) ' mean(y, (Z5,10)),

=[C11,C12, +,Cer.]” €RNw,

| N
Cii=— mean(1),,
i=% g (¢

and 1, is an all 1 column vector with size N,,.

(Zi,j))-rwv (f{n),

Then, we can obtain the mixture weights W by optimiz-
ing the quadratic programming problem Eq.(9) with any off-
the-shelf solvers (Vandenberghe 2010). In this way, the de-
gree of correlation between the user requirement and the i-th
learnware can be achieved by calculating Z Wy g

Moreover, to maintain the privacy-preserving nature of
the learnware paradigm, we employ the intra-class informa-
tion of the specification and multivariate normal distribution
sampling technique (Williams and Rasmussen 2006) to gen-
erate the mimic data S that approximates user requirement
data, i.e., intra-class mean mean(-) and intra-class covari-
ance 3. In addition, to mitigate the issue of data imbalance
arising from using w; ; to determine the number of mimic
data, the degree of correlation for each useful learnware (i.e.,
Zﬁl wj, ;) is applied to ascertain the corresponding amount
of mimic data. The foundation for the mimic data sampling
is:

{Xm"mc}N 1 ~N(mean(Z; ;),%; ), (10)
where N} m‘“"c =N j—1 wij. The obtained mimic data is

utilized to traln a learnware index selector g(-) (e.g., SVM).
Using this selector, the model identifies relevant parts of the
requirement, enabling it to be trained to achieve the desired
result YV and facilitating model reuse.

The detailed procedure of the deploying stage based on
LANE specification is shown in Algorithm 2. First of all,
mixture weights estimation is performed in the neural em-
bedding space to obtain W (Step 1). Then, the mimic dataset
S is generated (Step 2-10). Thereafter, a learnware index se-
lector g(-) is trained on S (Step 11). Finally, the selector
g(+) predicts the learnware index for each data point in D,

and the results Y are generated by using the corresponding
learnware model for predictions (Steps 12-15).

Algorithm 2: The deploying stage of our LANE approach

Input: User requirement dataset D = {)En}nNzl and Learn-
ware dock system { f;, Z;}5_;.

Output: Prediction Y

1: Optimize Eq.(9) to estimate W

2: Initialize the mimic dataset S = (;

3: while |S] < ¢N do

4:  Sample a learnware index ¢ by weight Z 1 Wi s
5: forj=1to K; do

6: Compute mean(Z; ;) and 3; ;;

7
8

mimic

Sample { X"} mimicy Vi according to Eq.(10);

n=1
mimic

: S =S u{xpme N”l ;

9:  end for

10: end while

11: Train a selector g(-) on mimic dataset S;

12: forn =1to N do )
13:  Assign X, to selector g(+) to get learnware index i;
14:  Predict 9, = f;(Xn);

15: end for

16: return Y = {yn}

n=1-*




Experiments
Experimental Setup

Datasets. We evaluate the proposed LANE specifica-
tion approach on two benchmark dataset of different data
types: CIFAR100 (Krizhevsky 2009) for image and 20news-
groups (Joachims 1997) for text. CIFARIO0 contains 100
classes, which are grouped into 20 superclasses, while
20newsgroups encompasses 5 superclasses, encompassing
20 classes. The superclass structure inherent in these two
datasets is highly suitable for evaluating the learnware
paradigm. Specifically, each superclass dataset can serve as
a task during the submitting stage. In this stage, models that
have been trained on these tasks, along with their specifi-
cations, are combined to create learnwares, which are then
submitted to the learnware dock system. In the deploying
stage, if the user’s task requirement is associated with only
one dataset, then this dataset will randomly select from the
classes included in a single superclass. However, if the re-
quirement is associated with multiple datasets, these datasets
will be screened from various superclasses.

Implementation Details. To ensure the fairness of the
comparative experiments and eliminate the influence of
different deep learning feature extractors, both the LANE
and RKME approaches in the learnware paradigm utilize
ResNet110" for images and Sentence Transformer® for text
as the global feature extractors. Additionally, the random
neural network ), in the LANE approach is set to Con-
vNetBN (Rawat and Wang 2017), and all pre-trained models
are obtained using the SVM method. All pre-trained mod-
els, tasks, and requirements are shared, with the number of
requirements fixed at 50 for each mixed task.

Comparative Studies

To validate the effectiveness and superiority of the pro-
posed LANE approach in the learnware paradigm, we con-
duct comparative studies between the LANE approach and
three compared methods: a naive baseline, MAX, alongside
a related method, HMR (Wu, Liu, and Zhou 2019), and a
specification method, RKME, using the benchmark dataset.

Mixed tasks 1 2 5 10 20

MAX 51.69 52.50 52.35 51.15 52.15
HRM 67.33 68.50 67.93 67.32 67.58
RKME 84.04 81.75 7722 73.02 66.27
LANE 84.50 83.40 78.43 7251 68.13

Table 1: Results of CIFAR100 in Accuracy(%).

Both RKME and LANE follow the two-stage procedure
in the learnware paradigm. In the submitting stage, specifi-

'ResNet110 is trained by using the command provided
at https://github.com/bearpaw/pytorch-classification/blob/master/
TRAINING.md

*More detailed descriptions on Sentence Transformer please
refer to https://huggingface.co/sentence-transformers/paraphrase-
multilingual-MiniLM-L12-v2/tree/main
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Figure 2: Synthetic examples visualization for learnware
paradigm via LANE specification.

cations from the superclass dataset are integrated with pre-
trained models to create learnwares, which are then sub-
mitted to a model pool, i,e., the learnware dock system.
During the deploying stage, the pool will be accessible to
user requirements to identify valuable learnwares. In con-
trast, the MAX method directly uses all pre-trained models
in the model pool to select the most suitable class. The HMR
method employs a communication protocol that exchanges a
limited number of key samples, known as the example com-
munication budget (Wu, Liu, and Zhou 2019), to update the
models, making predictions similarly to the MAX method. It
is notation that this comparison is inherently unfair, as MAX
and HMR are not privacy-preserving approaches, whereas
RKME and LANE achieve superior or competitive perfor-
mance without exposing any raw data points.

Mixed tasks 1 2 3 4 5

MAX 39.62 41.26 42775 4292 41.50
HMR 54.43 54.72 56.24 56.17 54.32
RKME 73.83 69.69 67.75 66.27 64.78
LANE 74.29 70.73 68.12 66.20 64.28

Table 2: Results of 20newsgroup in Accuracy(%).
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Figure 3: The impact of specification size of accuracy on superclasses and instances.

The parameter settings for the compared methods are as
follows: The RKME method uses a Gaussian kernel func-
tion (y = 0.01) and the size of the specification is set to 10;
the example communication budget in the HMR method is
set to 10. Empirical results related to the accuracy of model
reuse on CIFARI00 and 20newsgroups, based on different
numbers of mixed tasks, are reported in Table 1 and Table 2,
respectively. The results clearly demonstrate the effective-
ness and superiority of our LANE approach in model reuse.

Further Analysis

Visualization and Validation. To further demonstrate the
effectiveness of the proposed LANE approach, we validate
the ability of model reuse in the learnware paradigm with
LANE specification. Firstly, we create developer datasets
for binary classification tasks derived from four synthetic
datasets, as depicted in Figure 2(a). Figure 2(b) illustrates
the specifications, with a size of 5 for each class, effec-
tively preserving the intra-class feature distributions. Dur-
ing the deploying stage, we compose a user requirement
from a mixture of two similar datasets, as detailed in Fig-
ure 2(c). The real mixture weights for the requirement
datasets are (0.3,0.7,0.0,0.0), whereas the estimated mix-
ture weights based on the LANE specification are approxi-
mately (0.3021, 0.6827,0.0083,0.0069), demonstrating the
effectiveness of LANE in identifying useful learnwares. Sub-
sequently, the generated mimic dataset, presented in Fig-
ure 2(d), closely resembles the requirement dataset. Finally,
the learnware index selector is trained using the mimic
dataset, and the ensemble of models achieves a prediction
accuracy of 98.70% on the requirement, as detailed in Fig-
ures 2(e) & 2(f). This example visually demonstrates that the
proposed LANE specification effectively achieves dataset in-
accessibility and the reusability of pre-trained models.

Impact of the Specification Size. Recalling the learnware
paradigm, it is evident that the specification is its core ele-
ment. This raises a natural question: How does the size of
the specification affect performance? To this end, we investi-
gate the performance of learnware paradigm with LANE and
RKME under different specification sizes. Figure 3 shows
that the LANE performs better as the specification size in-
creases, while the RKME method exhibits no significant per-
formance fluctuations across different sizes. Upon a detailed
analysis of Eq.(7) and Eq.(10), we observe that an increase
in the specification size leads to a richer retention of infor-
mation from the developer dataset and a more precise calcu-
lation of intra-class covariance. Consequently, the diversity
of the mimic dataset, generated through LANE-based sam-
pling, is enhanced, leading to a better alignment with the
requirement dataset. As a result, the overall performance of
the learnware paradigm is improved.

Conclusion

In this paper, we introduce a novel learnware specification
approach named LANE, making the first attempt to incorpo-
rate label information from the training data into the speci-
fication generation process. This approach endows the gen-
erated specifications with superior dataset characterization
capabilities compared to existing RKME-based specifica-
tion methods that solely rely on feature information. Fur-
thermore, the neural embedding space is utilized to replace
the existing RKHS, effectively addressing the kernel depen-
dency issue of current approaches. Comprehensive experi-
ments verify the effectiveness and superiority of our pro-
posed LANE approach. In the future, it will be interesting to
investigate how to effectively mitigate the impact of specifi-
cation size on model reuse and thereby enhance the robust-
ness of the LANE-based specification learnware paradigm.
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