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ABSTRACT

Partial label learning is a weakly supervised learning framework
where each training example is associated with multiple candidate
labels, among which only one is valid. Existing works on partial
label learning mainly focus on classification model induction by dis-
ambiguating candidate label sets in the output space. Nevertheless,
the feature representations of partial label training examples may
be less informative of the ground-truth labels, which may result in
negative influences on the disambiguation process. To circumvent
this difficulty, the first attempt towards discrimination augmen-
tation for partial label learning is investigated in this paper. The
feature space is enriched with confidence-rated class prototype fea-
tures to replenish discriminative characteristics of the underlying
ground-truth labels for partial label training examples. Specially,
an optimization formulation is proposed to jointly optimize the
class prototype and estimate the labeling confidence over partial
label training examples, which enforces both global consistency in
the feature space and local consistency in the label space. We show
that the class prototypes and the labeling confidence can be solved
via alternating optimization. Extensive experiments on synthetic
as well as real-world data sets validate the effectiveness of the pro-
posed approach for improving the generalization performance of
state-of-the-art partial label learning algorithms.
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1 INTRODUCTION

In ordinary multi-class classification problems, each training ex-
ample is represented by a single instance in the input space and
associated with a label specifying the class to which the example
belongs. Successful supervised learning generally requires large
amounts of data with high-quality labels, while the collection of
data with accurate annotations is expensive and time-consuming.
To overcome this issue, weakly supervised learning has drawn
considerable attention recently [47].

In partial label (PL) learning, each training example is repre-
sented by a single instance in the input space while associated with
multiple candidate labels in the output space. It is assumed that only
one label is the unknown ground-truth label, which is not accessible
to the learning algorithm during training time [7, 12, 19, 43]. The
need to learn from such inaccurate supervision information widely
exists in real-world applications, such as web mining [20], image
classification [4, 6, 40], natural language processing [25, 26, 46],
ecoinformatics [2, 44], etc.

Although existing works on partial label learning have achieved
great success by designing effective learning algorithms to identify
the ground-truth labels, the limited supervision information of am-
biguous annotations usually results in unsatisfactory generalization
performance. Essentially, from the perspective of the data genera-
tion process, the PL examples are annotated with multiple candidate
labels owing to the less informative and distinguishable feature
representations. As a consequence, the unsatisfactory feature repre-
sentations may have negative effects on the disambiguation process
of PL learning algorithms to identify the underlying ground-truth
labels. Recent works on applying deep learning techniques to par-
tial label learning may alleviate this issue by learning better feature
representations for PL training examples via end-to-end training
[9, 10, 21, 28, 32, 36]. However, the end-to-end training strategy
can’t be directly employed by most well-established PL learning
algorithms. Recent work on partial label dimension reduction [33]
can be directly incorporated into partial label learning algorithms to
achieve better generalization performance. However, the effective-
ness of partial label dimension reduction techniques may become
less satisfactory when the dimension of feature representations
isn’t high enough.

This paper presents the first attempt towards discrimination
augmentation for partial label learning. A novel approach named
Plda, i.e. Partial Label learning with Discrimination Augmentation,
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is proposed accordingly. The original feature space of PL train-
ing examples is enriched with confidence-rated class prototype
features, which encode discriminative characteristics of the under-
lying ground-truth labeling information for PL training examples.
An optimization formulation is proposed to jointly optimize the
class prototypes and estimate the labeling confidence over PL train-
ing examples. This formulation combines local consistency in the
label space and global consistency in the feature space in a unified
framework, which can be solved via an alternating optimization
strategy. Comprehensive experiments conducted over both syn-
thetic and real-world partial label data sets demonstrate that the
generalization performance of state-of-the-art partial label learning
algorithms can be significantly improved by incorporating Plda
for feature augmentation.

The rest of this paper is organized as follows. Section 2 briefly
discusses related works. Section 3 presents technical details of
the proposed approach. Section 4 reports experimental results of
comparative studies. Finally, Section 5 concludes.

2 RELATEDWORK

Partial label learning is an emerging weakly supervised learning
framework [47]. The ground-truth label of each PL training example
is concealed within its candidate label set and not directly accessible
to the learning algorithm. Generally, partial label learning is also
related to other well-established weakly supervised learning prob-
lems such as semi-supervised learning [30, 48], label-noise learning
[23, 31, 34, 45], multi-instance learning [1, 18], complementary-label
learning [15] and partial multi-label learning [22, 35, 39].

To learn from PL training examples, a natural strategy is to
purify the candidate label set to identify the true label. There are
two widely-used disambiguation strategies, i.e. averaging-based dis-
ambiguation and identification-based disambiguation. Averaging-
based disambiguation strategy considers each candidate label as an
equal contribution to model induction. The final model prediction is
made by averaging the modeling outputs from all candidate labels.
For parametric models, the averaged modeling outputs of candidate
labels is distinguished from modeling outputs of non-candidate
labels [7]. For non-parametric models, the predicted label for an
unseen instance is determined by voting among candidate labels of
its neighbor examples [11, 14, 42]. One potential disadvantage of
averaging-based disambiguation is that the modeling output of the
true label may be overwhelmed by the modeling output of other
false positive labels. Identification-based disambiguation strategy
disambiguates the candidate label set by identifying the underlying
ground-truth labeling information. The ground-truth label is con-
sidered as a latent variable and refined iteratively via EM procedure.
Accordingly, the objective function for identification-based disam-
biguation can be defined based on maximum likelihood criterion
[16, 19, 21] or maximum margin criterion [3, 24, 29]. One potential
disadvantage of identification-based disambiguation lies in that the
identified label may not be the ground-truth label, which will have
negative effects on model training. Therefore, the effectiveness of
disambiguation strategies may be affected by false positive labels in
candidate label sets. To overcome this issue, another strategy trans-
forms partial label learning into other well-established machine
learning problems [5, 8, 27, 43].

Recent works have employed deep learning techniques to solve
partial label learning problems by designing appropriate loss func-
tions and model architectures, which have achieved great success
[9, 10, 21, 28, 32, 36, 38]. Thanks to the powerful representation abil-
ity of neural networks, better feature representations of PL training
examples can be obtained via the end-to-end training strategy. For
example, effective learning approaches in deep semi-supervised
learning are adapted to the background of partial label learning
and have achieved better generalization performance than tradi-
tional partial label learning approaches, including consistency reg-
ularization [36], entropy minimization [38], generative adversarial
networks [37], etc. Furthermore, the data generation process of PL
training examples is investigated, and unbiased risk estimators are
derived for PL training data [9, 10, 32]. The unbiased risk estima-
tors can be equipped with any model, optimizer and loss function.
Recently, other advanced representation learning techniques have
been applied to partial label learning and achieved superior perfor-
mance on benchmark data sets, including contrastive learning [28]
and class activation map (CAM) [41].

Although representation learning has been successfully applied
to partial label learning, the end-to-end training strategy can’t be
directly incorporated into most well-established partial label learn-
ing approaches equipped with traditional machine learning models.
Recent works on partial label dimension reduction can be equipped
with any partial label learning algorithm and achieve superior per-
formance on data sets with high dimensions [33]. Nevertheless, the
performance will be less satisfactory when the dimension of train-
ing examples isn’t high enough. In the next section, a novel feature
augmentation approach is proposed for partial label learning.

3 THE PROPOSED APPROACH

Let X = R𝑑 denote the 𝑑-dimensional feature space and Y ={
_1, _2, . . . , _𝑞

}
denote the label space with 𝑞 class labels. Given

the set of PL training examples D = {(𝒙𝑖 , 𝑆𝑖 ) | 1 ≤ 𝑖 ≤ 𝑛}, where
𝒙𝑖 ∈ X is a 𝑑-dimensional feature vector [𝑥𝑖1, 𝑥𝑖2, . . . , 𝑥𝑖𝑑 ]⊤ and
𝑆𝑖 ⊆ Y is the candidate label set associated with 𝒙𝑖 . It is assumed
that the ground-truth label 𝑦𝑖 for each instance 𝒙𝑖 is concealed
within its candidate label set 𝑆𝑖 , i.e. 𝑦𝑖 ∈ 𝑆𝑖 . The task of partial label
learning is to learn a multi-class classifier 𝑓 : X → Y from D.

Let 𝒇𝑖 = [𝑓𝑖1, 𝑓𝑖2, . . . , 𝑓𝑖𝑞]⊤ denote the labeling confidence vector
for 𝒙𝑖 (1 ≤ 𝑖 ≤ 𝑛) with 𝑓𝑖𝑙 ∈ [0, 1] and

∑𝑞

𝑙=1 𝑓𝑖𝑙 = 1. Conceptually,
𝑓𝑖𝑙 represents the probability of _𝑙 being the ground-truth label
of 𝒙𝑖 . Correspondingly, we have the labeling confidence matrix
F = [𝒇1,𝒇2, . . . ,𝒇𝑛]⊤ ∈ [0, 1]𝑛×𝑞 for PL training examples. The
labeling confidence matrix is initialized as follows:

∀1 ≤ 𝑖 ≤ 𝑛 : 𝑓𝑖𝑙 =


1
|𝑆𝑖 |

, _𝑙 ∈ 𝑆𝑖

0, otherwise.
(1)

We choose to estimate the labeling confidence by local consistency
which has been proven to be effective in identifying the underly-
ing ground-truth label for PL examples [8, 17, 29, 42], where the
manifold structure in the feature space should also be preserved
in the label space. In this paper, a weighted graph G = (V, E, S)
is constructed over the set of training examples. For each instance
𝒙𝑖 , let N (𝒙𝑖 ) denote the indexes of its 𝑘 nearest neighbors iden-
tified in D. Then, the similarity matrix S = [𝑠𝑖 𝑗 ]𝑛×𝑛 over PL
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training examples is instantiated as: 𝑠𝑖 𝑗 = exp
(
−∥𝒙𝑖 − 𝒙 𝑗 ∥22/𝜎

2) if
𝑗 ∈ N (𝒙𝑖 ) and 𝑠𝑖 𝑗 = 0 otherwise. Here, the parameter 𝜎 is defined
as 𝜎 =

∑𝑛
𝑖=1 ∥𝒙𝑖 − 𝒙𝑖𝑘 ∥2/𝑛 where 𝒙𝑖𝑘 is the 𝑘-th nearest neighbor

of 𝒙𝑖 . To ensure that the similarity matrix is symmetric, we set it to
be S + S⊤. Then we introduce the following optimization problem:

min
F

𝑛∑︁
𝑖=1

𝑛∑︁
𝑗=1

𝑠𝑖 𝑗 ∥
𝒇𝑖√
𝑑𝑖𝑖
−

𝒇𝑗√︁
𝑑 𝑗 𝑗
∥22 (2)

s.t.
𝑞∑︁
𝑙=1

𝑓𝑖𝑙 = 1, 1 ≤ 𝑖 ≤ 𝑛

𝑓𝑖𝑙 ≥ 0, 1 ≤ 𝑖 ≤ 𝑛, 𝑦𝑙 ∈ 𝑆𝑖
𝑓𝑖𝑙 = 0, 1 ≤ 𝑖 ≤ 𝑛, 𝑦𝑙 ∉ 𝑆𝑖 .

Here, 𝑑𝑖𝑖 =
∑𝑛

𝑗=1 𝑠𝑖 𝑗 is the degree of vertex 𝒙𝑖 in the graph. The
first constraint indicates the normalization property of the labeling
confidence vector. The second and third constraints imply that the
ground-truth label is restricted within the candidate label set.

After that, we introduce the class prototype in order to capture the
discriminative characteristic of each class label respectively. Con-
cretely, let 𝒄𝑙 ∈ R𝑑 denote the class prototype for _𝑙 . Correspond-
ingly, we have the class prototype matrix C = [𝒄1, 𝒄2, . . . , 𝒄𝑞]⊤ ∈
R𝑞×𝑑 . We consider the global consistency, where the feature rep-
resentation of each PL training example should be closer to the
prototype feature representation corresponding to its ground-truth
label. Then we get the following optimization problem:

min
C

𝑛∑︁
𝑖=1

𝑞∑︁
𝑙=1

𝑓𝑖𝑙 ∥𝒙𝑖 − 𝒄𝑙 ∥22 . (3)

As shown in the objective function, the pairwise distance between
𝒙𝑖 and 𝒄 𝑗 is further rated by 𝑓𝑖𝑙 to account for the labeling confidence
of _𝑙 being the ground-truth label for 𝒙𝑖 . In this paper, we propose
a unified framework to jointly optimize the labeling confidence and
class prototype by combining Eq.(2) and Eq.(3). Thus the labeling
confidence can be optimized by considering both local and global
consistency. The optimization problem can be stated as:

min
F,C

𝑛∑︁
𝑖=1

𝑛∑︁
𝑗=1

𝑠𝑖 𝑗 ∥
𝒇𝑖√
𝑑𝑖𝑖
−

𝒇𝑗√︁
𝑑 𝑗 𝑗
∥22 + `

𝑛∑︁
𝑖=1

𝑞∑︁
𝑙=1

𝑓𝑖𝑙 ∥𝒙𝑖 − 𝒄𝑙 ∥22 (4)

s.t.
𝑞∑︁
𝑙=1

𝑓𝑖𝑙 = 1, 1 ≤ 𝑖 ≤ 𝑛

𝑓𝑖𝑙 ≥ 0, 1 ≤ 𝑖 ≤ 𝑛, 𝑦𝑙 ∈ 𝑆𝑖
𝑓𝑖𝑙 = 0, 1 ≤ 𝑖 ≤ 𝑛, 𝑦𝑙 ∉ 𝑆𝑖

where ` is a trade-off parameter between the preservation error
of local consistency and that of global consistency. To solve the
derived problem, alternating optimization is employed to iteratively
update F and C.
FixC, update F WhenC is fixed, Eq.(4) corresponds to a quadratic
programming (QP) problem. For ease of notations, we introduce
a matrix K = [𝑘𝑖𝑙 ]𝑛×𝑞 and each element 𝑘𝑖𝑙 is defined as 𝑘𝑖𝑙 =

∥𝒙𝑖−𝒄𝑙 ∥22. Let𝒇 = vec(F) where vec(·) is the vectorization operator.
Accordingly, we have �̃� = vec(K). Thereafter, the optimization

problem in Eq.(4) turns out to be:

min
𝒇

1
2
𝒇⊤H𝒇 + 𝒇⊤𝒑 (5)

s.t.
𝑞∑︁
𝑙=1

𝑓𝑖𝑙 = 1, 1 ≤ 𝑖 ≤ 𝑛

𝑓𝑖𝑙 ≥ 0, 1 ≤ 𝑖 ≤ 𝑛, 𝑦𝑙 ∈ 𝑆𝑖
𝑓𝑖𝑙 = 0, 1 ≤ 𝑖 ≤ 𝑛, 𝑦𝑙 ∉ 𝑆𝑖

where 𝒑 = `�̃� and H ∈ R𝑛𝑙×𝑛𝑙 is defined as

H =


T 0𝑛×𝑛 · · · 0𝑛×𝑛

0𝑛×𝑛 T · · · 0𝑛×𝑛
.
.
.

.

.

.
. . .

.

.

.

0𝑛×𝑛 0𝑛×𝑛 · · · T


. (6)

Here, T ∈ R𝑛×𝑛 is a square matrix defined as T = 4(I𝑞×𝑞 −
D−

1
2 SD−

1
2 ) where D is a diagonal matrix with its diagonal ele-

ment defined as 𝑑𝑖𝑖 =
∑𝑛

𝑗=1 𝑠𝑖 𝑗 . Thereafter, optimization problem
Eq.(5) can be efficiently solved by any off-the-shelf QP toolbox.
Fix F, update C When F is fixed, optimization problem Eq.(4)
reduces to Eq.(3). By setting the gradient of the optimization ob-
jective in Eq.(3) w.r.t. C to zeros, we can obtain the closed-form
solution of 𝒄𝑙 as

𝒄𝑙 =

∑𝑛
𝑖=1 𝑓𝑖𝑙𝒙𝑖∑𝑛
𝑖=1 𝑓𝑖𝑙

. (7)

As the alternating optimization procedure for F andC terminates,
the original feature representation of the PL training example is
enriched with confidence-rated class prototype features. In this way,
the feature representations of the PL training example can be more
informative of its concealed ground-truth label, which can facilitate
the disambiguation process of partial label learning algorithms. Let
𝒇 𝑖 = [𝑓 𝑖1, 𝑓 𝑖2, . . . , 𝑓 𝑖𝑞]⊤ denote the ultimate labeling confidence
vector of 𝒙𝑖 at the end of iterations, then the augmented feature
vector 𝚫𝒙𝑖 for 𝒙𝑖 is defined as

𝚫𝒙𝑖 = C⊤𝒇 𝑖 . (8)

After that, the original PL training set D is transformed into

D̂ = {(�̂�𝑖 , 𝑆𝑖 ) | 1 ≤ 𝑖 ≤ 𝑛}, where �̂�𝑖 = [𝒙𝑖 ;𝚫𝒙𝑖 ] . (9)

Here, each instance �̂�𝑖 belongs to the augmented feature space X̂
which is the concatenation of X and the confidence-rated class
prototype feature space. Thereafter, a multi-class classifier 𝑓 : X̂ →
Y can be induced from D̂ by applying a partial label learning
algorithm A, i.e. 𝑓 ←[ A(D̂).

During the testing phase, for an unseen instance 𝒙∗, the class
membership is identified by resorting to the 𝑘NN strategy. The 𝑘
nearest neighbors in the training set, i.e. N (𝒙∗), are firstly identi-
fied. After that, the similarity score𝑤∗𝑖 between 𝒙∗ and PL train-
ing example 𝒙𝑖 is determined as: 𝑤∗𝑖 = exp

(
−∥𝒙∗ − 𝒙𝑖 ∥22/𝜎

2) if
𝑖 ∈ N (𝒙∗) and 𝑤∗𝑖 = 0 otherwise. We further normalize the sim-
ilar score as ℎ∗𝑖 = 𝑤∗𝑖∑𝑛

𝑖=1 𝑤∗𝑖
. Thereafter, the class membership for

the unseen instance is determined by 𝑘NN labeling confidence
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Table 1: The pseudo-code of Plda.

Input:

D: the PL training set {(𝒙𝑖 , 𝑆𝑖 ) | 1 ≤ 𝑖 ≤ 𝑛} (X = R𝑑 ,Y =
{
_1, _2, . . . , _𝑞

}
,𝒙𝑖 ∈ X, 𝑆𝑖 ⊆ Y)

𝑘 : the number of nearest neighbors used for weighted graph construction
`: the trade-off parameter in objective function (4)
A: the partial label learning algorithm
𝒙∗: the unseen instance to be classified
Output:

𝑦∗: the predicted label for the unseen instance 𝒙∗

Process:

1: Set the similarity graph G = (V, E, S) withV = {𝒙𝑖 | 1 ≤ 𝑖 ≤ 𝑛} and E = {(𝒙𝑖 , 𝒙 𝑗 ) | 𝑗 ∈ N (𝒙𝑖 )};
2: Initialize the 𝑛 × 𝑞 labeling confidence matrix F according to Eq.(1);
3: Initialize the 𝑞 × 𝑑 class prototype matrix C according to Eq.(7);
4: repeat

5: Update F by solving the QP problem in Eq.(4);
6: Update C according to Eq.(7);
7: until convergence or maximum number of iterations being reached
8: Form the transformed PL training set D̂ = {(�̂�𝑖 , 𝑆𝑖 ) | 1 ≤ 𝑖 ≤ 𝑛} according to Eq.(9);
9: Induce multi-class classifier 𝑓 base on D̂: 𝑓 ← [ A(D̂);
10: Determine the class membership 𝑐∗ of 𝒙∗ according to Eq.(10);
11: Generate the transformed feature vector for the unseen instance as �̂�∗ = [𝒙∗; 𝒄𝑐∗ ];
12: Return 𝑦∗ = 𝑓 (�̂�∗).

aggregation:

𝑐∗ = argmax
1≤𝑙≤𝑞

𝑛∑︁
𝑖=1

ℎ∗𝑖 𝑓 𝑖𝑙 . (10)

After that, the transformed feature vector �̂�∗ of the unseen instance
is generated by concatenating the original feature vector 𝒙∗ and
the class prototype 𝒄𝑐∗ according to its class membership, i.e. �̂�∗ =
[𝒙∗; 𝒄𝑐∗ ]. Finally, the unseen instance can be classified by feeding
the transformed feature vector �̂�∗ into 𝑓 .

In summary, Table 1 gives the pseudo-code of Plda. Firstly,
the labeling confidence matrix F and class prototype matrix C are
initialized (Step 1-3). Then an alternating optimization procedure
is invoked to update F and C iteratively (Step 4-7). A multi-class
classifier is induced by learning from augmented PL training data
(Step 8-9). Finally, the label for an unseen instance is predicted
based on the augmented feature vector as well (Step 10-12).

4 EXPERIMENTS

4.1 Experimental Setup

To validate the effectiveness of the proposed partial label feature
augmentation approach, Plda is coupled with start-of-the-art par-
tial label learning algorithms for performance evaluation. For any
partial label learning algorithm A, its coupling version with Plda
is denoted as A-Plda which learns from PL training examples
with augmented features. The predictive performance of A-Plda

is compared with that of A to manifest whether the proposed fea-
ture augmentation technique does help improve the generalization
performance of partial label learning algorithms.

In this paper, four well-established partial label learning algo-
rithms are employed to instantiateA with suggested configurations
in respective literature:

• Pl-knn [14]: an averaging-based partial label learning ap-
proach which makes predictions for testing instances via
weighted 𝑘NN labeling information aggregation [suggested
configuration: 𝑘=10].
• Pl-svm [24]: an identification-based partial label learning ap-
proach which learns the predictive model by maximizing the
classification margin between candidate and non-candidate
labels [suggested configuration: regularization parameter
pool with {10−3, . . . , 103}].
• Pl-ecoc [43]: a transformation-based partial label learning
approach which learns the predictive model by decomposing
the original partial label learning problem into several binary
classification problems via error-correcting output codes
(ECOC) [suggested configuration: ECOC coding length ⌈10 ·
log2 (𝑞)⌉].
• Clpl [7]: an averaging-based partial label learning approach
which learns predictive model by minimizing a convex loss
function adapted for PL training examples [suggested setup:
SVM with square hinge loss].

For Plda, the parameters are set as 𝑘 = 10 and _ = 0.01. The
sensitivity analysis of parameter configurations is conducted in
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Table 2: Characteristics of the controlled UCI experimental data sets.

Data Set # Examples # Features # Class Labels # False Positive Labels (𝑟 )

glass 214 9 6 𝑟 = 1, 2, 3
ecoli 336 7 8 𝑟 = 1, 2, 3
deter 358 23 6 𝑟 = 1, 2, 3

aggregation 788 2 7 𝑟 = 1, 2, 3
vowel 871 3 6 𝑟 = 1, 2, 3

segment 2,310 18 7 𝑟 = 1, 2, 3
abalone 4,177 7 29 𝑟 = 1, 2, 3

robot navigation 5,456 24 4 𝑟 = 1, 2
satimage 6,435 24 6 𝑟 = 1, 2, 3

usps 9,298 256 10 𝑟 = 1, 2, 3
pendigits 10,992 16 10 𝑟 = 1, 2, 3
letter 20,000 16 26 𝑟 = 1, 2, 3

Table 3: Classification accuracy (mean±std) of each comparing algorithm on controlled UCI data sets (with one false positive

candidate label [𝑟 = 1] ). For partial label learning algorithmA ∈ {Pl-knn,Pl-svm,Pl-ecoc,Clpl}, the performance ofA-Plda

is compared against that of A where the better performance is shown in boldface.

Data Set

Comparing Algorithm

Pl-knn Pl-knn-Plda Pl-svm Pl-svm-Plda Pl-ecoc Pl-ecoc-Plda Clpl Clpl-Plda
glass 0.573±0.071 0.589±0.060 0.511±0.054 0.522± 0.058 0.584±0.077 0.603±0.054 0.520±0.061 0.615±0.065
ecoli 0.821±0.028 0.840±0.032 0.788±0.048 0.801±0.045 0.840±0.033 0.842±0.032 0.836±0.033 0.842±0.033
deter 0.892±0.022 0.912±0.023 0.881±0.033 0.885±0.046 0.920±0.033 0.921±0.026 0.917±0.014 0.913±0.024

aggregation 0.996±0.003 0.997±0.003 0.737±0.041 0.782±0.057 0.992±0.005 0.997±0.003 0.815±0.037 0.836±0.037
vowel 0.826±0.017 0.837±0.022 0.527±0.051 0.530±0.049 0.823±0.026 0.835±0.023 0.611±0.033 0.743±0.036

segment 0.910±0.009 0.921±0.008 0.747±0.023 0.800±0.033 0.909±0.010 0.923±0.008 0.815±0.007 0.923±0.009
abalone 0.228±0.007 0.224±0.007 0.097±0.047 0.159±0.029 0.258±0.008 0.238±0.008 0.229±0.011 0.225±0.010

robot navigation 0.773±0.010 0.797±0.008 0.597±0.019 0.668±0.011 0.823±0.009 0.806±0.008 0.622±0.011 0.806±0.008
satimage 0.886±0.008 0.892±0.007 0.756±0.009 0.804±0.025 0.871±0.006 0.892±0.007 0.773±0.007 0.892±0.007

usps 0.942±0.003 0.950±0.002 0.916±0.003 0.950±0.002 0.955±0.003 0.950±0.002 0.872±0.006 0.950±0.002
pendigits 0.984±0.002 0.989±0.002 0.804±0.006 0.949±0.015 0.987±0.002 0.989±0.002 0.845±0.004 0.989±0.002
letter 0.898±0.003 0.921±0.003 0.553±0.017 0.710±0.020 0.851±0.010 0.923±0.004 0.495±0.010 0.859±0.030

Subsection 4.4. We perform ten runs of 50%/50% random train/test
splits on each synthetic and real-world partial label data set, and
the mean accuracy as well as standard deviation are recorded.

4.2 Controlled UCI data sets

Following the widely-used experimental protocol in partial label
learning [4, 5, 7, 11], synthetic PL data sets are generated from
multi-class UCI data sets with controlling parameter 𝑟 . Here, for
any multi-class example (𝒙𝑖 , 𝑦𝑖 ), one synthetic PL example (𝒙𝑖 , 𝑆𝑖 )
is generated by replenishing 𝑟 labels Ω𝑟 ⊆ Y \ {𝑦𝑖 } into 𝑆𝑖 at
random, i.e. 𝑆𝑖 = Ω𝑟

⋃{𝑦𝑖 }.1 2

Table 2 summarizes the characteristics of twelve controlled UCI
data sets with 𝑟 = 1, 2, 3 for performance evaluation which are

1For robot navigation, the setting 𝑟 = 3 is not considered as there are only four
class labels in the label space.
2For several data sets with 𝑟 = 2 or 𝑟 = 3, PL-ECOC can’t converge. We set 𝑆𝑖 = {𝑦𝑖 }
for 20% of training examples on these data sets.

ordered by the size of the data set. Accordingly, Table 3, 4 and
5 report the detailed experimental results with 𝑟 = 1, 2, 3 respec-
tively. For each partial label learning algorithm A ∈{Pl-knn, Pl-
svm, Pl-ecoc, Clpl}, A-Plda is compared with A where the best
classification performance is shown in boldface.

Furthermore, pairwise t-test at 0.05 significance level is con-
ducted to demonstrate whether the performance difference be-
tweenA-Plda andA is significant, where the resultingwin/tie/loss
counts are reported in Table 6. Based on the above experimental
results, we can draw the following conclusions:

• For the averaging-based disambiguation approach Pl-knn
and Clpl, the generalization performance has been greatly
improved by incorporating the proposed feature augmen-
tation technique. Especially, Pl-knn-Plda and Clpl-Plda
achieve better performance than Pl-knn and Clpl in 77.1%
and 74.3% cases respectively while have been outperformed
by them in none of the cases.
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Table 4: Classification accuracy (mean±std) of each comparing algorithm on controlled UCI data sets (with two false positive

candidate labels [𝑟 = 2] ). For partial label learning algorithm A ∈ {Pl-knn,Pl-svm,Pl-ecoc,Clpl}, the performance of

A-Plda is compared against that of A where the better performance is shown in boldface.

Data Set

Comparing Algorithm

Pl-knn Pl-knn-Plda Pl-svm Pl-svm-Plda Pl-ecoc Pl-ecoc-Plda Clpl Clpl-Plda
glass 0.519±0.046 0.544±0.061 0.443±0.045 0.490±0.083 0.312±0.118 0.346±0.101 0.427±0.071 0.551±0.046
ecoli 0.817±0.038 0.826±0.038 0.771±0.037 0.789±0.029 0.823±0.030 0.824±0.028 0.819±0.044 0.838±0.025
deter 0.858±0.042 0.874±0.029 0.846±0.052 0.849±0.053 0.846±0.039 0.851±0.043 0.875±0.062 0.873±0.050

aggregation 0.993±0.004 0.995±0.004 0.723±0.039 0.753±0.060 0.950±0.027 0.981±0.027 0.823±0.025 0.843±0.012
vowel 0.802±0.011 0.822±0.013 0.489±0.027 0.499±0.048 0.758±0.050 0.799±0.025 0.609±0.048 0.724±0.066

segment 0.895±0.009 0.909±0.006 0.661±0.043 0.726±0.053 0.869±0.010 0.910±0.008 0.810±0.010 0.910±0.007
abalone 0.222±0.008 0.230±0.004 0.072±0.039 0.133± 0.066 0.235±0.015 0.219±0.012 0.229±0.008 0.232±0.010

robot navigation 0.684±0.006 0.713±0.011 0.402±0.084 0.469±0.080 0.785±0.019 0.787±0.010 0.598±0.011 0.748±0.011
satimage 0.868±0.006 0.881±0.005 0.751±0.004 0.786±0.009 0.818±0.041 0.851±0.021 0.764±0.006 0.882±0.006

usps 0.940±0.003 0.948±0.003 0.913±0.005 0.948±0.003 0.935±0.005 0.948±0.003 0.865±0.004 0.948±0.003
pendigits 0.983±0.002 0.987±0.002 0.778±0.022 0.885±0.025 0.974±0.004 0.987±0.002 0.838±0.005 0.987±0.002
letter 0.891±0.003 0.914±0.003 0.518±0.011 0.649±0.023 0.793±0.009 0.913±0.004 0.476±0.011 0.830±0.024

Table 5: Classification accuracy (mean±std) of each comparing algorithm on controlled UCI data sets (with three false positive

candidate labels [𝑟 = 3] ). For partial label learning algorithm A ∈ {Pl-knn,Pl-svm,Pl-ecoc,Clpl}, the performance of

A-Plda is compared against that of A where the better performance is shown in boldface.

Data Set

Comparing Algorithm

Pl-knn Pl-knn-Plda Pl-svm Pl-svm-Plda Pl-ecoc Pl-ecoc-Plda Clpl Clpl-Plda
glass 0.522±0.054 0.542±0.042 0.367±0.083 0.400±0.084 0.435±0.105 0.482±0.089 0.366±0.093 0.507±0.057
ecoli 0.760±0.023 0.788±0.028 0.742±0.068 0.752±0.037 0.814±0.025 0.824±0.032 0.823±0.018 0.814±0.025
deter 0.820±0.025 0.869±0.026 0.804±0.058 0.832±0.037 0.858±0.051 0.864±0.050 0.792±0.040 0.903±0.029

aggregation 0.988±0.007 0.994±0.004 0.720±0.057 0.739±0.040 0.981±0.026 0.991±0.013 0.790±0.051 0.808±0.054
vowel 0.742±0.026 0.789±0.020 0.440±0.090 0.454±0.060 0.814±0.022 0.834±0.021 0.606±0.048 0.678±0.107

segment 0.873±0.014 0.892±0.012 0.581±0.037 0.600±0.046 0.893±0.011 0.911±0.006 0.809±0.014 0.898±0.009
abalone 0.201±0.007 0.211±0.010 0.045±0.040 0.085±0.062 0.162±0.052 0.173±0.025 0.227±0.010 0.225±0.009
satimage 0.828±0.009 0.851±0.006 0.707±0.087 0.778±0.012 0.859±0.007 0.879±0.006 0.760±0.008 0.866±0.008

usps 0.932±0.004 0.942±0.003 0.906±0.008 0.939±0.003 0.945±0.004 0.947±0.003 0.860±0.006 0.939±0.003
pendigits 0.984±0.002 0.988±0.001 0.673±0.070 0.804±0.086 0.981±0.003 0.989±0.001 0.838±0.005 0.988±0.001
letter 0.885±0.004 0.908±0.003 0.466±0.025 0.599±0.022 0.720±0.008 0.881±0.015 0.472±0.010 0.818±0.033

• For the identification-based disambiguation approach Pl-
svm, Pl-svm-Plda achieves superior performance against
Pl-svm in more than 50% cases while has been outperformed
by Pl-svm in none of the cases.
• For the transformation-based disambiguation approach Pl-
ecoc, Pl-ecoc-Plda significantly outperforms Pl-ecoc in
51.4% cases while has been outperformed in 11.4% cases.

4.3 Real-World Data Sets

Table 7 summarizes characteristics of real-world PL data sets from
different task domains, including Lost [7], Soccer Player [40]
and Yahoo! News [13] for automatic face naming from images or

videos, MSRCv2 [19] for object classification and BirdSong for bird-
song classification. For the task of automatic face naming, faces
cropped from images or video frames are treated as instances while
names extracted from the associated captions or subtitles are re-
garded as candidate labels. For the task of object classification, image
segmentation is represented as instances while objects appearing
within the same image are regarded as candidate labels. For the
task of bird song classification, singing syllables of birds are treated
as instances while bird species jointly singing during 10 seconds
are regarded as candidate labels.

Figure 1 illustrates the predictive accuracy of each partial la-
bel learning approach before and after employing the proposed
feature augmentation technique. Furthermore, Table 8 reports the
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Figure 1: Comparison of the classification accuracy of each partial label learning algorithm on real-world data sets before (blue
bar) and after (yellow bar) employing Plda.

Table 6: Win/tie/loss counts (pairwise t-test at 0.05 signifi-

cance level) between A-Plda and A in terms of different

number of false positive labels (𝑟 = 1, 2, 3).

A-Plda against A
A=Pl-knn A=Pl-svm A=Pl-ecoc A=Clpl

𝑟 = 1 9/3/0 8/4/0 5/4/3 9/3/0
𝑟 = 2 8/4/0 6/6/0 7/4/1 9/3/0
𝑟 = 3 10/1/0 4/7/0 6/5/0 8/3/0

In Total 27/8/0 18/17/0 18/13/4 26/9/0

win/tie/loss statistic based on pairwise t-test at 0.05 significance
level on each real-world experimental data set. From the above
results, we can observe that:
• Out of nineteen statistical comparisons on real-world data
sets, A-Plda achieves superior or comparable performance
againstA in sixteen cases and has been outperformed byA
in only three cases.
• For the averaging-based disambiguation approach Pl-knn
and the identification-based disambiguation approach Pl-
svm, Pl-knn-Plda and Pl-svm-Plda achieve better predic-
tive performance in 60% cases respectively, and have been
outperformed in none of the cases.

4.4 Further Analysis

Sensitivity Analysis As shown in Table 1, Plda employ 𝑘 near-
est neighbors to construct the similarity graph and the trade-off
parameter ` to balance the preservation error of local consistency
in the label space and that of global consistency in the feature space.
To investigate the performance sensitivity of Plda w.r.t. 𝑘 and `,
Figure 2 shows how the classification accuracy of Plda changes as
𝑘 and ` vary. Here, two real-world data sets MSRCv2 and BirdSong
and two controlled UCI data sets deter and usps with 𝑟 = 2 are
employed for illustrative purposes.

To investigate how the performance changes with different 𝑘 , we
fix _ = 0.01 and report the classification accuracy ofA-Pldawith 𝑘
varying from 6 to 12 with interval 1 on BirdSong and deter (𝑟 = 2).
We can observe that the classification performance is relatively
stable when 𝑘 varies. Therefore, we set 𝑘 = 10 in this paper.

We also demonstrate how the predictive accuracy will change by
employing different trade-off parameter `. We fix 𝑘 = 10 and report
the classification accuracy of A-Plda with different ` ∈ [0.005, 1].
It is observed that the predictive performance is generally stable for
each PL learning algorithm with feature augmentation. Therefore,
we set ` = 0.01 in this paper for convenience.
Convergence Analysis Figure 3 illustrates the convergence
curve of Plda by calculating the difference of the labeling con-
fidence matrix F and the class prototype matrix C between two
adjacent iterations. It is observed that the labeling confidencematrix
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Table 7: Characteristics of the real-world experimental data sets.

Data Set # Examples # Features # Class Labels average # Candidate Labels Task Domain

Lost 1,122 108 16 2.23 automatic face naming [7]
MSRCv2 1,758 48 23 3.16 object classification [19]
BirdSong 4,998 38 13 2.18 bird song classification [2]

Soccer Player 17,472 279 171 2.09 automatic face naming [40]
Yahoo! News 22,991 163 219 1.91 automatic face naming [13]

6 7 8 9 10 11 12
0.6

0.65

0.7

0.75

0.8

(a) BirdSong

6 7 8 9 10 11 12
0.8

0.85

0.9

0.95

(b) deter (𝑟 = 2)

10 5 1 0.5 0.1 0.05 0.01 0.005
0.35

0.4

0.45

0.5

0.55

(c) MSRCv2

10 5 1 0.5 0.1 0.05 0.01 0.005
0.85

0.9

0.95

1

(d) usps (𝑟 = 2)

Figure 2: Parameter sensitivity analysis for Plda. (a) Classification accuracy of A-Plda (A ∈{Pl-knn, Pl-svm, Pl-ecoc, Clpl})
on BirdSong by varying 𝑘; (b) Classification accuracy of A-Plda (A ∈{Pl-knn, Pl-svm, Pl-ecoc, Clpl}) on deter with 𝑟 = 2 by
varying 𝑘 ; (c) Classification accuracy ofA-Plda (A ∈{Pl-knn, Pl-svm, Pl-ecoc, Clpl}) on MSRCv2 by varying `; (d) Classification

accuracy of A-Plda (A ∈{Pl-knn, Pl-svm, Pl-ecoc, Clpl}) on usps with 𝑟 = 2 by varying `.

Table 8: Win/tie/loss statistic (pairwise t-test at 0.05 signifi-

cance level) between A-Plda and A on each real-world par-

tial label data set.

A-Plda against A
A=Pl-knn A=Pl-svm A=Pl-ecoc A=Clpl

Lost tie tie tie loss
MSRCv2 win tie win win
BirdSong win win tie win

Soccer Player tie win N/A win
Yahoo! News win win loss loss

In Total 3/2/0 3/2/0 1/2/1 3/0/2

and the class prototype matrix converge quickly with increasing
number of iterations. Therefore, the convergence of the proposed
approach is demonstrated empirically.

5 CONCLUSION

In this paper, the problem of discrimination augmentation for partial
label learning is investigated. The original feature space is enriched
with confidence-rated class prototype features to replenish discrim-
inative information of underlying ground-truth labels. This paper
proposes an optimization problem to jointly estimate the labeling
confidence and the class prototypes, which can be solved via alter-
nating optimization. Extensive experimental results clearly validate
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Figure 3: Convergence curves of F and C (on BirdSong and

segment with 𝑟 = 2).

the effectiveness of the proposed feature augmentation technique
for partial label learning.

In future, it is interesting to investigate effective data augmen-
tation techniques for deep learning-based partial label learning
approaches. Furthermore, it is desirable to extend our approach to
other weakly supervised learning scenarios.
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