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Robust Long-Tail Learning in the Presence of
Noisy Labels
Tong Wei, Jiang-Xin Shi, and Yu-Feng Li

Abstract—Long-tail learning has attracted much attention recently, with the goal of improving generalization for tail classes. Most
existing works use supervised learning without considering the prevailing noisy labels in the training dataset. To move long-tail learning
towards more realistic scenarios, we investigate this underexplored yet realistic problem in this paper. As the most popular approach to

detect noisy labels, we find that the loss-based criterion fails under long-tailed class distribution, because deep neural networks are
biased to misclassify tail class examples as head classes yielding unreliable losses. To overcome this limitation, we establish a new
distance-based criterion that can better select correctly-labeled examples for both head and tail classes by observing the
representation is more resistant to noisy labels and long-tailed class distribution than the classifier. To encourage the tail classes
training, we incorporate label distributions, rather than discrete pseudo-labels, for examples that are likely mislabeled, such that the
underrepresented tail classes will receive significant improvements. Based on the above findings, we propose the Robust Long-Tail
learning framework, ROLT, to train unbiased models from long-tail and noisy data. Extensive experiments on benchmark and
real-world datasets demonstrate substantial improvements over state-of-the-art methods.

Index Terms—Machine learning, weakly-supervised learning, long-tail learning, learning with noisy labels, semi-supervised learning.

1 INTRODUCTION

LASSIFICATION problems in real-world typically exhibit
C a long-tailed class distribution, where most classes are
associated with only a few examples, e.g., visual recogni-
tion [1], [2], [3], instance segmentation [4], and text cate-
gorization [5], [6]. Due to the paucity of training examples,
generalization for tail classes is challenging; moreover, naive
learning on such data is susceptible to an undesirable bias
towards head classes. Recently, long-tail learning (LTL) has
gained renewed interest in the community [7], [8], [9], [10],
[11], [12], [13]. Two active strands of work involve normal-
isation of the classifier’s weights, and modification of the
underlying loss to account for different class penalties. Each
of these strands is intuitive, and has been empirically shown
to be effective [14], [15], [16].

Existing LTL methods with remarkable performance are
mostly trained on clean datasets with high-quality human an-
notations. However, in real-world machine learning appli-
cations, annotating a large-scale dataset is costly and time-
consuming. Some recent works resort to the large amount
of web data as a source of supervision for training deep
neural networks [17]. While the existing works have shown
advantages in various applications [18], [19], web data is
naturally under long-tailed class distribution accompanied
with noisy labels [20], [21], [22], [23]. As a result, it is crucial
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Fig. 1: Problem illustration.

that deep neural networks can harvest noisy and long-tailed
training data. Nevertheless, deep neural networks (DNNs)
have been shown to be prone to overfitting to noisy labels.
This problem has been widely studied in the literature [24]
on learning from noisy labels. Without considering noisy
labels, we show that LTL methods severely degrade their
performance in experiments.

In this paper, we investigate the problem of learning
from noisy and long-tailed data, which is a more realistic
setting but still underexplored. We provide a simple visu-
alization of the studied problem in Figure 1. To reduce the
negative impact of noisy labels, learning with noisy labels
has gained a lot of attention in recent years and a lot of
approaches have been proposed [20], [21], [22], [25], [26],
[27], [28]. Existing works can be roughly divided into two
strands, i.e., noise transition matrix estimation [29], [30] and
sample selection [31], [32], [33]. Since the noise transition
matrix is hard to be estimated especially when the number
of classes is large, sample selection is a more promising way
of handling noisy labels and is our focus in this paper. In
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their class prototype for head class and tail class. Experiments are conducted on CIFAR-10 with noise level v = 50% and

imbalance ratio p = 100.

sample selection methods, the small-loss criterion is one of
the most popular approaches [34], [35], [36], [37], [38]. It
selects samples with small losses and treats these samples as
correctly annotated for robust training. In recent years, the
small-loss criterion has been demonstrated to be effective in
many works.

However, small-loss criterion selects possibly clean sam-
ples using a constant threshold [35], [38] or mixture dis-
tribution model [36], [37] for all classes, thus failing to
consider different learning status and learning difficulties
of different classes, which is very important in LTL. Owing
to this paucity of samples for tail classes, naive method is
susceptible to an undesirable bias towards head classes.
Specifically, due to the misclassification of samples with
tail classes (large losses), the small-loss criterion cannot
distinguish clean samples of tail classes and samples with
noisy labels. Once wrong selection is made, the inferiority
of accumulated errors will arise. We further confirm this
standpoint by experiments as shown in Figure 2a and 2b.

In previous literature, Meta-Weight-Net [39] was pro-
posed to address this challenging problem. It learns a
weighting function that produces high weights for sam-
ples of tail classes. To this end, Meta-Weight-Net solves a
complex bi-level optimization problem using an auxiliary
validation set, similar to previous work [40]. This validation
set needs to be clean and class-balanced, which is hard
to obtain in practice. Even equipped with this unbiased
validation set, we find that Meta-Weight-Net yields limited
improvement.

When handling noisy labels in long-tailed data, we
believe it is important to keep the approach simple and
free of auxiliary supervision. The benefit of doing this is
that the approach can be easily absorbed by many existing
frameworks for learning with long-tailed data. Guided by
this belief, we propose the class-wise small-distance criterion.
For each individual class, it selects small-distance samples
as clean where distance is calculated between the sample
and its class prototype in the embedding space. The intu-
ition why the class-wise small-distance criterion can be more
robust than small-loss is briefly explained as following: (1)
why is sample-distance better than small-loss? As confirmed
by many previous literature [33], [41], [42], it is reasonable
to assume that clean examples tend to be clustered around
their prototypes even when training with noisy labels. (2)
why can be the sample selection work well in a class-wise manner?
As the number of classes can be large and the population of
classes varies significantly in training data, the variance of

distances between samples and class prototypes becomes
large. We show the distance distribution for both head and
tail classes in Figure 2c and 2d. Moreover, the proposed
class-wise small-distance is general and can be combined with
semi-supervised learning to improve the generalization.

In typical sample selection approaches, such as Men-
torNet [34] and Co-training [35], only samples flagged as
possibly clean are used for training. However, when learn-
ing from long-tail data, we believe that even mislabeled
samples are valuable, especially for the underrepresented
tail classes. To this end, we incorporate label distributions,
but not discrete pseudo-labels, for examples that are likely
mislabeled, such that the underrepresented tail classes will
receive significant improvements, which is crucial in LTL.
By incorporating this with the class-wise small-distance, we
propose a Robust Long-Tail learning framework, ROLT, for
training an unbiased model from long-tail and noisy data.

Our main contributions are summarized as follows.

1) We investigate the problem of learning from long-
tail in the presence of noisy data, which is underex-
plored but is a considerable step towards real-world
applications;

We find the popular small-loss criterion fails under
long-tailed class distribution, and establish a new
class-wise small-distance criterion to fill the gap;

We propose a robust framework, ROLT. It incorpo-
rates label distributions for mislabeled examples to
encourage the tail classes training.

Our framework can be built on top of semi-
supervised learning methods without much extra
overhead, yielding an improved approach ROLT+.
We present a new noise generation method which
incorporates the long-tailed class distribution.

The proposed method can significantly outperform
state-of-the-art methods on both benchmark and
real-world datasets.

5)

6)

The rest of this paper is organized as follows. Section
2 briefly reviews related works. Section 3 presents details
of the proposed framework ROLT. Section 4 reports experi-
mental results over a wide range of datasets with both label
noise and class imbalance. Section 5 concludes this paper.

2 RELATED WORK

Our work is closely related to the following directions.
Long-tail learning. Recently, many approaches have
been proposed in LTL [12], [16], [43], [44]. Most extant



JOURNAL OF IATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015

approaches can be categorized into three types by modi-
fying (i) the inputs to a model by re-balancing the training
data [2], [45], [46]; (ii) the outputs of a model, for example
by post-hoc adjustment of the classifier [14], [47], [48], [49];
and (iii) the internals of a model by modifying the loss
function [11], [15], [39], [50], [51], [52]. Each of the above
methods are intuitive, and have shown strong empirical
performance. However, these methods assume the training
examples are correctly-labeled, which is often difficult to
obtain in many real-world applications. Instead, we study
a realistic problem to learn from long-tailed data with
label noise. Although the presence of label noise in class-
imbalanced dataset has also been mentioned in HAR [53],
they only consider a specialized noise setup. In this work,
we provide a more general simulation of label noise, as well
as systematic studies for LTL methods.

Label noise detection. Plenty of methods have been
proposed to detect noisy examples [34], [35], [37], [54], [55],
[56], [57], [58]. Many works adopt the small-loss trick, which
treats examples with small training losses as correctly-
labeled. In particular, MentorNet [34] reweights samples
with small loss so that noisy samples contribute less to
the loss. Co-teaching [35] trains two networks where each
network selects small-loss samples in a mini-batch to train
the other. DivideMix [37] fits a Gaussian mixture model on
per-sample loss distribution to divide the training data into
clean set and noisy set. In addition, AUM [59] introduces a
margin statistic to identify noisy samples by measuring the
average difference between the logit values for a sample’s
assigned class and its highest non-assigned class. The above
methods only consider training datasets that are class-
balanced, thus is not applicable for long-tailed label dis-
tribution. Recent work [23] observes the real-world dataset
with label noise also has imbalanced number of samples
per-class. Nevertheless, they only inspect a particular setup,
while we provide a systematic study of learning with noisy
labels under various long-tailed scenarios. In contrast to
previous works, we propose a class-wise prototypical noise
detection method that works well in LTL.

3 LONG-TAIL LEARNING MEETS NOISY LABELS

In this section, we first introduce the problem setting and
some background. Then we discuss the disadvantages of
small-loss criterion under long-tailed class distribution. Fi-
nally, we present the proposed framework ROLT, which ex-
ploits the class-wise small-distance criterion and soft pseudo-
labeling to combat noisy labels and improve the perfor-
mance. We illustrate our method in Figure 3.
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Fig. 3: The proposed framework ROLT.

3.1 Problem Setting & Background

Given a training dataset D = {z;,y;}),, where z; is an
instance feature vector and y; € C = [K] = {1,...,K}
is the class label assigned to it. The training examples
(zi,y:),1 < i < N consists of two types: i) a correctly-
labeled example whose assigned label matches the ground-
truth label, i.e., y; = y;, where y; denotes the ground-truth
label of x;, ii) a mislabeled example whose assigned label does
not match the ground-truth label, but the input matches one
of the classes in C, ie., y; # y; and y; € C. Moreover,
the data follows a long-tailed class distribution where the
class prior distribution P(y) is highly skewed, so that many
underrepresented classes have a very low probability of
occurrence. Specifically, we denote the imbalance ratio as
p = max, P(y)/ min, P(y) to indicate the skewness of data.
Classes with high P(y) are referred to as head classes, and
others are referred to as tail classes.

In practice, since the data distribution is unknown,
Empirical Risk Minimization (ERM) uses the training data
to achieve an empirical estimate of the underlying data
distribution. Typically, one minimizes the softmax cross-
entropy as following

Uy, flo log{ L@,

T el <m>}

y' €[K]

where f,(x) denotes the predictive probability of model
f on class y. This ubiquitous approach neglects the issue
of class imbalance, and makes the model biased toward
head classes. Moreover, it assumes training examples are
correctly-labeled. Commonly used approaches for learning
with noisy labels cannot work well in a long-tailed class
distribution.

To reduce the impact of noisy labels, sample selection
based on the small-loss criterion is one of the most popular
approaches. It selects “easy” samples for training based on
the outputs of the current networks. Specifically, given an
arbitrary training example (x;,y;), we can obtain a loss
l;, ie, t; = £(f(x;),y;). Then a certain proportion of
samples with small losses are selected as probably clean
samples. The selection can be achieved by a manually set
hyperparameter [35] or a mixture distribution model that
fits two-component mixtures on the loss distribution [36].

The small-loss criterion was demonstrated to be effective
in the existing literature, we find that the it does not work
well on long-tail dataset. It is known to us that DNNs
learn “easy” samples first, and on long-tail dataset, it first
learns to recognize head classes ahead of tail classes. In
light of that, DNNs tend to misclassify tail class examples
as head classes. This phenomenon has been widely revealed
in recent works [14], [46]. Therefore, the losses cannot reflect
the probability that a sample is mislabeled, especially for tail
classes as shown in Figure 2a and 2b.

3.2 Robust Distance-based Sample Selection

We present a new criterion for selecting noisy labels, called
small-distance. Formally, we model clean examples of class
k € [K] as if they were distributed around prototype
¢, € RP, and the likelihood of an example x belonging
to class k decays exponentially with its distance from the
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prototype ci, ie., P(xz | ¢;) « e~ dist(ex.®) which is a

common assumption about the data distribution [60], [61].
Here, dist is a distance measure in the embedding space and
is typically set to be the Euclidean distance. Considering the
variance of data distribution of different classes, we propose
to inspect the distance statistics in a class-wise manner.

To justify the feasibility of using distance to select clean
examples, we compute the AUC based on the distance
between examples and their class prototypes for each class
separately, and report the average value of Many (more than
100 images), Medium (20~100 images), Few (less than 20
images) and All shots in Table 1. The experiment is done
on CIFAR-100 with imbalance ratio p = 100, noise level
v = 20% and v = 50%. It can be seen that the AUC is
high even for tail classes, indicating the distance measure
may be a useful approach to distinguish clean and noisy
examples. Notice that, some previous literature [33], [41],
[42] also confirms that the representations are resilient to
noisy labels.

= 20% Many Medium  Few All
95.16 93.38 82.81 90.64

= 50% Many Medium  Few All
92.00 87.43 73.60  85.20

TABLE 1: Average AUC of different shots.

As aforementioned, the sample selection can be achieved
using a thresholding hyperparamter or a mixture distribu-
tion model. Following previous works [36], [37], we will use
the latter approach. Specifically, for class k, we employ a two
components GMM [62] to model the distance distribution of
clean and noisy samples, i.e., d ~ Z? 1 0N (1, 0%), where
d = dist(cy, x),Vx € Dy, and ¢; denotes weight of the j-th
component. Note that we have 7 =1 ¢; = 1. Without loss of
generality, we assume ji; < p2. Since clean examples locate
around the prototype while noisy examples spread out, we
flag x as clean if and only if P(d | p1,01) > P(d | pt2,02). We
thus perform noise detection by estimating the Gaussians’
parameters from distance statistics. In particular, for each
class k € [K], we compute its prototype as the normalized
average of the embeddings for training examples by

> folz ) )

¢, < Normalize (
x; €Dy,

D

where fy(z) denotes the extracted feature of x and Va; €
Dy. Given ¢y, the distances between c;, and examples of
class k are obtained by

dist(ck, x;) = Hck - fﬂ(mi)H;a ©)

We then fit a two-component Gaussian mixture model
to maximize the log-likelihood value by optimizing
max Zl kl log(Z?=1 ¢ P(di(x;) | py,05)), where di(x;) =
dist(cg, mz) for x; € Dy.

For simplicity, we denote the clean (noisy) data of class &
as X (Sk). Note that we have Dy, = X, |J Si. Therefore, we
obtain a subset of clean examples by X' = Ule X, and
noisy examples by S = (i, Si. It is also verified that
Gaussian mixture model can be used to distinguish clean

4

and noisy data because of its flexibility in the sharpness
of distribution in previous literature [37]. We also observe
that the proposed method works well on real-world datasets
where the Gaussian distribution assumption does not per-
fectly satisfied. Recall that D} may contain noisy labels, the
estimate of ¢j in equation 2 is inaccurate and the split of
Dy = Xi|JSk is problematic. To remedy this, we refine
class prototypes using X}, rather than Dy, and acquire a
new split of Dj. By doing this, the obtained A&}, retains
most of correctly-labeled examples of class k as well as less
mislabeled examples.

Algorithm 1: ROLT

1 Input: training dataset {(x;,y;)Y,}, initial learning
rate 79, number of warm-up iterations 7j

// Warm-up Stage: run SGD for T} iterations
2 fort=1,...,7Tp do
Sample mg examples {(x;, y;)};2% from D
4 Wil = wt Nog;, Where

mo
gt - mo Z vg(wtva

5 end

// Robust Learning Stage: run SGD for T iterations

w

6 fort=1,...,T do
7 X=0,8§=0
8 fork=1,...,K do
9 Compute class prototype ¢, as in equation 2
10 Compute distance between the prototype cy,
and each of x; € D, as in equation 3
11 Fit GMM and divide Dy, into clean set X}, and
noisy set Si,
12 X=XUX,S=SUSk // collect clean and
noisy examples of class k
13 Refine class prototype
¢, < Normalize (‘X | ZiGXk, fg(a:i))
14 end
15 Compute soft pseudo-labels ¥ as in equation 4
16 Compute stochastic gradient g, as
S VHf @)+ )5 VH,f ()
9: = [X[FS]

17 | Update model parameters using g, and learning
rate 7 : w1 = Wy — NG,

18 end

3.3 Soft Pseudo-Labeling with Label Distribution

For each example that are likely to be mislabeled, we convert
its original discrete noisy label to a label distribution by
incorporating the uncertainty of the ground-truth label. The
benefits of using label distributions are two-folds. First, it
mitigates the influence of noisy labels [63]; Second, it com-
pensates the learning of data scarcity tail classes [64]. To this
end, the underrepresented tail classes will receive significant
improvements, which is crucial in LTL. To generate label
distributions, a direct approach is to leverage the prediction
of ERM (Empirical Risk Minimization) model. However,
the ERM is known to be biased toward head classes [64].
Hence, refining noisy labels using the predictions of ERM
may be sub-optimal for examples of tail classes. In con-
trast, the NCM (Nearest Class Mean) classifier can yield
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balanced classification boundary [14]. Specifically, we find
that the NCM classifier produces much higher recall on tail
classes than the ERM in experiments. By aggregating the
predictive information from the ERM and NCM classifiers,
we construct diverse soft pseudo-labels for detected noisy
examples. To amend the misflag of noisy detector, we also
take account of the original labels as a source of soft pseudo-
labels. Moreover, since it is not impossible that both ERM
and NCM classifiers produce incorrect predictions, we fur-
ther remedy this by the label smoothing technique [64].
Putting together, given the predictions y*"™ =
argmaxy, f(x), y"" = argminy, ||c; — fo(x)||,, and orig-
inal noisy label y, we construct the guessing label set

G = {g™, 9", y} and generate the label distribution
y € RE for x. For k € [K], we compute

_ { 159eg 10 = k) + 3
Yk = 1

4K

ifkeg

. )
otherwise.
Here, I(-) is an indicator which returns 1 if the condition
is true, otherwise 0. Considering the classification task with
four classes (i.e., K =4)and G = {1 4,2}, the soft pseudo-
label would be § = [, &, 75, i5- The targets " and
Y™ can be set equal to the model output, but using
a running average is more effective which is known as
temporal ensembling [65] in semi-supervised learning. For
ERM or NCM classifier, let z;(t) € R be the output logits
vector (pre-softmax output) for example x; at iteration ¢ of
training, we update the momentum logits by

q;(t) = ag;(t = 1) + (1 — a)zi(D), ®)

where 0 < o < 1 is the combination weight. For each
iteration ¢, we then obtain §*™ and §"“" using softmax of

g;(t). Having acquired X, S, and soft pseudo-labels, we first
compute the cross-entropy loss for clean examples using
original training labels by

Z H(y;, f(x:)) (6)
x; €EX
where y, is the one-hot label vector for x;. For noisy
examples, the loss function is computed by

> H(y,, (=), )

x; €S

Ls=

IS |
entropy between distributions g and p. Overall, the training
objective is £L = Ly + Ls. Details of the method are
presented in Algorithm 1.

where H(q,p) = ) is the cross-

3.4 Combing with Semi-Supervised Learning

The proposed method can be further improved by using
well-established semi-supervised learning approach, where
clean and noisy examples are viewed as labeled and un-
labeled data, respectively. Inspired by DivideMix [37] and
ELR+ [66], we use two separate neural networks, where
the target of each network is computed from the output
of the other network. For fair comparison, we replace the
sample selection module of DivideMix by our proposed
class-wise prototypical noise detector. We call this improved
method ROLT+.

5

3.5 Difference with Prior Works using Class Prototypes

Class prototypes are employed in some previous literature
and we discuss the differences between this paper and some
related works. In few-shot learning, prototypical networks
[67] learn a metric space in which classification can be
performed by computing distances to prototype representa-
tions of each class. Compared to other methods, prototypical
networks reflect a simpler inductive bias that is beneficial
in this limited-data regime, and achieve excellent results.
In long-tailed recognition, OLTR [2] proposes to use the
distances between samples and prototypes to handle open-
set recognition. In self-supervised learning, PCL [68] pro-
poses the ProtoNCE loss which encourages representations
to be closer to their assigned prototypes. However, the
above-mentioned works do not consider using class proto-
types to detect noisy labels in long-tailed class distribution.
Moreover, the distances calculated between examples and
their class prototypes are utilized in a class-wise manner to
mitigate the influence of long-tailed class distribution.

3.6 Label Noise Generation

To simulated label noise in long-tail data, we propose a new
label noise generation method. To generate noisy labels, the
most basic idea is to utilize the noise transition matrix [29],
denoting the probabilities that clean labels flip into noisy
labels. Let Y denote the variable for the clean label, Y the
noisy label, and X the instance, the transition matrix 7'(X =
x) is defined as T;;(X) =P(Y = j | Y =4, X = ). In this
work, we propose a new noise generation method by setting
T(X = x) according to the estimated class priors P(y), e.g.,
the empirical class frequencies in the training set. Formally,
given noise proportion y € [0, 1], we define
5 , L—y
Tij(X):]P)(Y:j|Y:Z,X:CL'):{ Ny
N-N; /

ifi=j

else.

®)
Here, N denotes the total number of training examples
and Nj is frequency of class j. In contrast to commonly
used uniform label noise, examples are more likely to be
mislabeled as frequent ones in real-world situations.

4 EXPERIMENTS

We now present experiments that confirm our main claims:

1) onbenchmark datasets, we demonstrate the efficacy
of our methods by comparing with approaches for
both long-tail learning and learning with noisy la-
bels;

2) on real-world datasets with natural label noise and
long-tailness, our methods consistently outperform
many existing methods;

3) we provide detailed studies for each component of
our framework to show its effectiveness.

4.1 Datasets and Implementation Details

CIFAR. We follow the simple data augmentation used
in [69] with only random crop and horizontal flip. For exper-
iments of ROLT, we use ResNet-32 as the backbone network
and train it using standard SGD with a momentum of 0.9, a
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‘ CIFAR-10 ‘ CIFAR-100
Noise Level | 20% | 50% | 20% | 50%
Imbalance Ratio | 10 50 100 | 10 50 100 | 10 50 100 | 10 50 100
CE Best | 75.61 63.60 6217 | 63.25 4338 3871 | 4327 30.27 2621 | 2692 1697 14.23
Last | 73.86 58.60 54.15 | 48.39 3273 27.05 | 43.06 30.04 26.08 | 26.60 1559 13.47
LDAM Best | 8237 7134 6626 | 6030 4295 36.66 | 48.14 33.43 29.70 | 29.62 1751 14.19
Last | 82.07 7111 65.88 | 59.10 38.33 3338 | 47.89 3330 29.50 | 29.38 1729 13.24
LDAM-DRW Best | 83.73 7641 7228 | 6793 48.88 4323 | 50.44 36.60 3227 | 3224 1948 1521
Last | 83.67 75.67 71.08 | 67.68 4738 4145 | 50.29 36.16 32.05 | 31.72 19.23 14.75
BBN Best | 77.81 68.01 6451 | 6471 4622 36.72 | 47.60 31.07 2879 | 30.01 19.75 14.56
Last | 76.81 6748 6424 | 53.76 4335 34.83 | 4726 30.76 2856 | 2942 1955 14.34
RT Best | 76.15 65.02 5992 | 64.15 4326 36.73 | 4256 3023 2631 | 2555 1747 16.01
¢ Last | 75.06 6422 5847 | 6275 41.87 3455 | 41.56 30.08 26.18 | 23.94 1734 1594
MW-Nett Best | 82.19 71.63 6726 | 7212 56.09 4636 | 50.20 36.68 31.77 | 3750 23.99 21.24
€ Last | 77.67 6412 5823 | 59.68 4539 37.05 | 47.82 3445 2957 | 3314 2033 18.82
HAR-DRW Best | 8243 6744 6788 | 6739 5235 4280 | 4624 2886 2629 | 3130 16.75 14.78
Last | 7844 61.08 6273 | 64.75 45.06 40.07 | 43.04 26.11 2471 | 2696 13.87 1242
ROLT Best | 85.03 7580 71.83 | 76.72 5538 49.62 | 51.83 36.28 31.10 | 37.58 2425 19.56
Last | 8471 7531 7136 | 7628 5454 4877 | 51.63 36.09 3098 | 3737 2396 19.23
ROLT-DRW Best | 85.04 77.86 73.84 | 7711 60.15 5532 | 53.41 38.94 33.36 | 39.22 25.51 20.61
Last | 8495 77.65 73.54 | 7694 59.59 54.55 | 53.22 38.77 33.20 | 39.01 25.35 20.45
t MW-Net uses an auxiliary 1k clean and class-balanced validation set.
TABLE 2: Test accuracy (%) on CIFAR datasets with different imbalanced ratio and noise level.
‘ CIFAR-10 ‘ CIFAR-100
Noise Level | 20% | 50% | 20% | 50%
Imbalance Ratio | 10 50 100 | 10 50 100 | 10 50 100 | 10 50 100
ELR+ Best | 88.96 80.21 69.60 | 85.02 5696 4872 | 54.01 49.64 3840 | 4953 30.12 21.58
Last | 88.09 79.69 66.67 | 84.08 48.14 4311 | 5332 4837 3812 | 49.06 29.68 20.47
DivideMix Best | 88.79 7534 6690 | 8754 6792 6181 | 63.79 49.64 4391 | 4935 36.52 31.82
Last | 88.10 7348 63.76 | 86.88 6522 59.65 | 63.17 4837 4259 | 4887 3572 31.05
ROLT+ Best | 8795 7726 7231 | 88.17 7511 64.42 | 6422 51.01 45.35 | 53.31 39.78 35.29
Last | 87.54 7590 69.12 | 87.45 7392 6115 | 63.31 49.40 43.16 | 52.44 39.27 3443

TABLE 3: Test accuracy (%) on CIFAR datasets with different imbalanced ratio and noise level.

weight decay of 2 x 10~4, a batch size of 128, and an initial
learning rate of 0.1. The model is trained for 200 epochs.
We perform noise detection and soft pseudo-labeling after a
warm up period of 80 epochs, and anneal the learning rate
by a factor of 100 at 160 and 180 epochs. For experiments
of ROLT+, we use the same settings as [37], which trains
two 18-layer PreAct Resnet. The model is trained for 300
epochs, and the warm up period has 50 epochs. We train
each model with 1 NVIDIA GeForce RTX 2070.

mini Web Vision. Following previous work [37], we use
two Inception-Resnet V2 for ROLT+. The model is trained
for 100 epochs. We set the initial learning rate as 0.01, and
reduce it by a factor of 10 after 50 epochs. The warm up
period is 40 epochs. We train each model with 2 NVIDIA
Tesla V100 GPUs.

ImageNet-LT. We use the long-tailed version of Ima-
geNet dataset [70] produced by [2]. The imbalance ratio
of ImageNet-LT is 200 and we simulate different level of
label noise to compare their performance. We train ResNet-
10 for all methods, following previous literature [14]. We use
standard SGD with a momentum of 0.9, a weight decay of
5 x 1074, The batch size is set as 512. The model is trained
for 90 epochs. We set the initial learning rate as 0.2, and
reduce it by a factor of 10 every 30 epochs. We perform
noise detection and soft pseudo-labeling after a warm up
period of 40 epochs. Each model is trained with 2 NVIDIA

Tesla M40 GPUs.

4.2 RBResults on Simulated Datasets

Setting. We test ROLT on CIFAR-10 and CIFAR-100 under
various imbalanced ratio p and noise level . For each
dataset, we first simulate the long-tailed dataset following
the same setting as LDAM [50]. The long-tailed imbalance
follows an exponential decay in sample sizes across different
classes. To inject noisy labels, we use the noise transition
matrix equation 8 defined in Section 3.6 or the asymmetric
noise to form the training set. In particular, we consider
imbalance ratio to be p € {10, 50,100} and noise level to
be v € {20%, 50%}.

Results under simulated noise in Section 3.6. Table 2
and Table 3 summarize the results for CIFAR-10 and CIFAR-
100. As shown in the results, previous LTL methods (i.e.,
LDAM [50], BBN [46], cRT [14]) dreadfully degrade their
performance as the noise level and imbalance ratio increase,
while our methods retain robust performance. In particular,
compared with CE, ROLT improves the test accuracy by
8% on average. It can be observed that the improvement
becomes more significant at high noise levels, benefiting
from proposed noise detection and soft pseudo-labeling.
Further application of Deferred Re-Weighting (DRW) [50]
enhances the performance by favoring the tail classes. This
clearly demonstrates the importance of correcting noisy
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labels in the training data. Moreover, MW-Net [39] and
HAR-DRW [53] are proposed to handle label noise and class
imbalance. Our method consistently outperforms them by a
large margin.

We further compare ROLT+ with DivideMix [37] and
ELR+ [66], which are the most popular methods for learning
with noisy labels. The results are given in Table 3. First, we
can see that the performance of ELR+ significantly drops
as the training set becomes class-imbalanced. DivideMix
is relatively robust to class imbalance than ELR+ by im-
posing the uniform predictions regularization in its objec-
tive. In contrast, our method ROLT+ achieves performance
improvements in test accuracy by 2.57% on average. This
validates the superiority of our noise detector over the
small-loss trick. In the supplementary material, we further
show that DivideMix flags most examples of tail classes as
noisy, which is the main reason accounting for its failure.

Results under asymmetric noise. We further verify the
effectiveness of the proposed detection method and the ro-
bust framework under asymmetric label noise. We conduct
experiments on long-tail CIFAR-10 dataset and the noise
injection rules are illustratetd in Figure 4, following the
previous works [37], [66]. From Table 4, it can be seen that
ROLT+ consistently outperforms DivideMix in all cases. It
is interesting to observe that the performance gap between
best and last widens as the imbalance ratio becomes large.
This reflects that the model is easy to collapse under asym-
metric noise and class imbalance. The proposed method can
alleviate this issue substantially.

i Y N N ¢ N\
[ dog ] [ airplane ] [ bird ] [ automobile ] [ truck ] (horse ) [ deer ]

Fig. 4: Transit directions of asymmetric label noise.

Noise Level |
Imbalance Ratio | 10 50

83.48 73.13
78.77 56.90
84.05 75.93
79.81 67.13

20% \ 40%

100 | 10 50 100
66.51 | 78.85 67.74 59.63
4450 | 74.50 4648 32.68

68.53 | 79.98 71.44 65.56
60.38 | 74.68 60.07 54.05

Best
Last
Best
Last

DivideMix

ROLT+

TABLE 4: Accuracy (%) on CIFAR-10 with asymmetric noise.

4.3 Results on Real-World Dataset
4.3.1 Results on WebVision dataset

We test the performance of our method on a real-world
dataset. WebVision [17] contains 2.4 million images col-
lected from Flickr and Google with real noisy and class-
imbalanced data. The noise level of WebVision is estimated
at 20%. Following previous literature, we train on a subset,
mini WebVision, which contains the first 50 classes. In
Table 5, we report results comparing against state-of-the-
art approaches, including D2L [19], MentorNet [34], Co-
teaching [35], Iterative-CV [71], HAR [53], DivideMix [37],
and ELR+ [66]. ROLT produces superior results than Di-
videMix and ELR+, particularly in terms of top-5 accuracy.

To further uncover the advantages of our method, we
run experiments by controlling the imbalance ratio of Web-
vision dataset. The test accuracy is reported in the Table 6.

7

| Webvision | ImageNet

| topl top5 | topl  top5
D2L 62.68 84.00 | 57.80 81.36
MentorNet 63.00 8140 | 57.80 79.92
Co-teaching | 63.58 8520 | 61.48 84.70
Iterative-CV | 6524 85.34 | 61.60 84.98
HAR 75,50 90.70 | 70.30  90.00
DivideMix 7732 91.64 | 7520 90.84
ELR+ 77.78 91.68 | 70.29 89.76
ROLT+ 7764 9244 | 7464 9248

TABLE 5: Accuracy (%) on WebVision and ImageNet.

From the results, we can see that the superiority of our
method is more significant as the imbalance ratio increases.

Imbalance ratio Method Webvision ImageNet

p =50 DivideMix  64.56 (83.56) 62.68 (85.24)
w/ DRW 68.16 (84.92) 66.12 (85.40)
RoLT+ 66.28 (88.68) 64.76 (89.96)
w/ DRW 70.08 (88.52) 67.28 (90.12)

p =100 DivideMix 55.76 (73.48) 53.92 (74.00)
w/ DRW  60.28 (74.60) 59.04 (75.68)
RoLT+ 60.68 (87.84) 59.68 (88.52)
w/ DRW  65.48 (87.32) 64.80 (87.08)

TABLE 6: Top1(top5) accuracy on Webvision and ImageNet.

4.3.2 Results on ImageNet-LT dataset

We compare our method with baselines (CE and ELR) on
a large long-tail benchmark, i.e. ImageNet-LT, by combining
with methods and strategies for class-imbalanced datasets,
i.e. Classifier Re-training (cRT) [14] and Logit Adjustment
(LA) [49]. From the comparison results in Table 7, we can
clearly see that our method outperforms other methods,
particularly under high noise level.

20% label noise 50% label noise

Method - w/ cRT w/ LA - w/ cRT w/ LA
CE 28.18 34.15 34.06 17.80 21.85 22.71
ELR 26.58 35.21 34.05 17.33 22.80 22.60
RoLT 29.57 35.76 35.09 21.53 25.61 25.50

TABLE 7: Accuracy (%) on ImageNet-LT dataset

4.4 Further Analysis and Ablation Studies

Efficacy of the noise detector. To further support our moti-
vation, we compare the performance of the ERM and NCM
classifiers in Figure 5. It can be seen that NCM produces
more balanced recall across classes, while ERM tends to pre-
dict examples as head classes, resulting in low recall for tail
classes. Figure 6 shows the precision and recall of selected
clean examples by our method. To better understand ROLT,
we construct three groups of classes for CIFAR-100 by: many
(more than 100 images), medium (20~100 images), and few
(less than 20 images) shots; and CIFAR-10 by: many ({0, 1}),
medium({2, ...,6}), and few ({7,8,9}) shots according to
class indices. ROLT maintains high precision and recall,
which validates the effectiveness of our method. This ex-
periment is conducted under imbalance ratio p = 100 and
noise level v = 30%.
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- . v =20% v =50%
DRW | Classifier | Pseudo-Label Many Med. Few All | Many Med. Few  All
X Linear Noisy 4938 2142 457 2621 | 32.06 7.89 0.04 14.23
X Linear ERM 58.79 2650 4.21 31.24 | 38.83 1205 0.89 1841
X Linear Soft (w/o LS) 5459 2647 725 30.65 | 36.03 1511 219 1894
X Linear Soft (w/ LS) 56.59  26.95 579 3110 | 3720 1597 174 19.56
X NCM Noisy 4409 3203 12.00 3052 | 2686 1789 559 17.71
X NCM ERM 49.06 3492 13.07 33.61 | 31.11 21.05 563 2041
X NCM Soft (w/o LS) 4532 31.05 1414 3117 | 29.14 2113 541 19.69
X NCM Soft (w/ LS) 47.65 3216 1393 3232 | 2980 20.74 585 19.89
v Linear Noisy 4582 2650 10.79 28.67 | 23.77 1453 341 14.76
v Linear ERM 50.62 3155 11.64 3246 | 3280 17.05 230 18.58
v Linear Soft (w/o LS) 4421 3176 1539 31.41 | 30.31 1892 493 19.13
v Linear Soft (w/ LS) 4785 3268 16.68 33.36 | 3094 2132 622 20.61
v NCM Noisy 4321 3195 12,61 3036 | 2686 1789 559 1771
v NCM ERM 4353 3321 11.07 3052 | 2683 1945 552 1827
v NCM Soft (w/o LS) 45.09 3026 1225 3026 | 2680 2050 556 18.67
v NCM Soft (w/ LS) 4541 3234 1439 3176 | 2937 2129 574 19.92
TABLE 8: Ablation studies on pseudo-labeling. Test accuracy on CIFAR-100 is reported.
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Fig. 5: Per-class recall of ERM and NCM classifiers

Efficacy of the soft pseudo-labeling. We investigate the
effectiveness of soft pseudo-labeling by comparing it with
three other methods: (i) keep the noisy labels, (ii) rectify it
via the ERM predictions, (iii) use the soft label without label
smoothing (w/o LS) as follow:

~ {ézgegﬂ@zk) ifkeg
Yr = 0

otherwise.

)

We report the results in Table 8 with respect to noise level
~v € {20%,50%} and imbalance ratio p = 100. We observe
that ERM and soft pseudo-labeling significantly improve
the performance by over 4% in test accuracy, and the
improvement is more significant under high noise levels.
Moreover, the soft pseudo-labeling outperforms its ERM
and “w/o LS” counterpart in most cases, demonstrating that
label smoothing and label guessing can provide diverse and
informative supervision under imperfect training labels. We
also investigate the effectiveness of learned representations
with NCM for classification. It can be observed that NCM

Epoch

Epoch
(d) CIFAR-100 Recall

(c) CIFAR-100 Precision

Fig. 6: Precision and Recall of selected samples.

with soft labels outperforms the one using original noisy la-
bels, which confirms that our soft pseudo-labeling facilitates
representation learning.

| CIFAR-10 | CIFAR-100

Noise Level | 20% | 50% | 20% | 50%
DivideMiy  Best | 9279 | 95.03 | 7725 | 7384
Last | 9241 | 9463 | 77.03 | 73.42

Best | 9246 | 9459 | 78.60 | 7411

ROLT+ st ‘ 92.01 ‘ 94.41 ‘ 78.14 ‘ 73.35

TABLE 9: Test accuracy (%) on class-balanced datasets.

4.5 Comparison ROLT+ with DivideMix
4.5.1 Comparison with DivideMix w.r.t. Noise Detection

To further demonstrate our proposed noise detection that
is tailored for LTL, we compare it with DivideMix and
the results are shown in Figure 7~10. This experiment
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Fig. 10: Comparison of detection precision between ROLT+ and DivideMix on CIFAR-100.

is conducted under imbalance ratio p 100 and noise
level v = 20%. We partition classes into three splits, i.e.,
Many, Medium, and Few-shots, and report the recall and
precision of examples that are flagged as clean for each
split. It can be observed that the detection recall of Di-

videMix is smaller than ROLT+ on Medium and Few shot.
This also explains that, DivideMix trains networks that are
biased towards head classes, thus leading to poor overall
performance. Moreover, the detection precision of ROLT+
is larger than DivideMix in all cases, except the CIFAR-
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. v =20% v =50%

DRW | Classifier | Pseudo-Label Many Med. Few All Many Med. Few  All
X Linear Noisy 54.06 2653 443 2970 | 31.03 842 048 14.19
X Linear ERM 6147 2932 496 3343 | 4660 1418 111 22.00
X Linear Soft (w/oLS) | 59.94 3239 971 3541 | 3806 1605 170 19.88
X Linear Soft (w/ LS) 60.03 3074 889 3458 | 3403 1466 148 17.88
X NCM Noisy 4982 2782 1114 30.63 | 25.60 1637 659 16.96
X NCM ERM 5853 30.11 1246 34.83 | 4257 1650 441 2236
X NCM Soft (w/oLS) | 54.06 31.26 14.86 3442 | 3123 1613 437 1824
X NCM Soft (w/ LS) 5271 27.89 1257 32.04 | 2446 1334 326 1451
v Linear Noisy 4953 3034 1393 3227 | 2483 1353 511 1521
v/ Linear ERM 5441 3400 19.61 36.91 | 39.34 20.08 7.04 23.30
v Linear Soft (w/oLS) | 5226 36.00 1857 36.65 | 3031 1992 874 20.54
v/ Linear Soft (w/ LS) 5276  34.84 1893 3648 | 2814 1932 6.78 19.02
v/ NCM Noisy 4950 2945 12.00 31.38 | 25.60 1637 659 16.96
v/ NCM ERM 56.09 3239 1375 3523 | 41.00 17.89 474 2243
v NCM Soft (w/oLS) | 53.06 3237 1443 3438 | 2997 1671 422 1798
v/ NCM Soft (w/ LS) 50.76 2829 1318 3170 | 2406 13.76 333 1455

TABLE 10: Ablation studies on pseudo-labeling based on models that optimize LDAM loss. Test accuracy on CIFAR-100

dataset with imbalance ratio p = 100 is reported.

‘ CIFAR-10 ‘ CIFAR-100

Imbalance Ratio | 10 50 100 | 10 50 100

CE 86.75 7738 71.83 | 56.31 44.15 38.88
LDAM 86.38 77.62 74.31 55.66 43.61 39.25
LDAM-DRW 8729 8125 78.78 | 57.21 47.30 42.93
BBN 87.83 81.19 78.87 | 58.08 45.62 40.09
cRT 86.78 7730 71.18 | 56.62 43.01 39.44
MW-Netf 87.99 7958 7492 | 58.66 46.72 42.10
HAR-DRW 87.81 79.82 7599 | 56.89 4334 40.78
ROLT 87.99 80.50 77.70 | 5747 4538 39.35
ROLT-DRW 87.75 83.02 80.57 | 57.48 4721 41.70

T MW-Net uses a 1k clean and class-balanced validation set.

TABLE 11: Test accuracy (%) on clean datasets.

100 Few shot. However, in this case, DivideMix has a low
detection recall, so the high precision is meaningless. This
experiment demonstrates the superiority of our prototypical
noise detection method.

4.5.2 Comparison with DivideMix on Balanced Datasets

We compare the performance of our method with Di-
videMix on balanced datasets with noise level p €
{20%, 50%}. The results are reported in Table 9 and our
method is comparable with DivideMix. This shows that the
proposed prototypical noise detector also works well on
balanced datasets.

4.5.3 Results on Clean CIFAR Datasets

Although our method is particularly designed for long-tail
learning in the presence of noisy labels, it is interesting
to study its performance on clean datasets. We report the
results in Table 11. Intriguingly, ROLT consistently outper-
forms vanilla CE in all cases, showing the benefit of the
proposed soft pseudo-labeling approach. Additionally, our
method achieves comparable performance with the popular
baseline LDAM-DRW. In comparison with the HAR-DRW,
which is also proposed to cope with class imbalance and
label noise problems, our method improves the perfor-
mance by over 2% on average. By using an auxiliary 1k
clean and class-balanced validation set, MW-Net is able
to achieve comparable performance with ROLT-DRW in 4

out of 6 cases, however in other 2 cases, the performance
gain of ROLT-DRW is significant. Moreover, an auxiliary 1%k
clean and class-balanced validation set is hard to obtain in
practice. This validates the robustness of our method, which
does not hurt the performance in the corner case.

4.6 Results for Optimizing LDAM Loss

In the main text, we optimize the cross-entropy loss and
report its performance for comparison. One may interested
in if other loss functions can be integrated into our frame-
work. To this end, we leverage the LDAM loss, which is
particularly designed for LTL, and report the results in Ta-
ble 10. This indeed produces different results with the cross-
entropy. It is known that LDAM can prevent the networks
from being biased toward tail classes and yield balanced
predictions. Therefore, it is reasonable to use predictions of
the ERM for pseudo-labeling. By further applying the soft
pseudo-labels, it puts much focus on tail classes and results
in performance deterioration.

4.7 Decoupling Representation and Classifier Learning

In Table 12~15, we study the impact of label noise for
two-stage LTL methods, i.e., Classifier Re-Training (cRT)
and Nearest Classifier Mean (NCM), which disentangle the
representation and classifier learning. In this setup, v, and
v are the noise level when performing representation and
classifier learning, respectively.

We have the following observations from the results.
In particular, when . = 0, the performance of both cRT
and NCM drop significantly as -, increases, revealing the
negative impact of label noise on representation learning.
With respect to classifier learning, it can be seen that cRT
further suffers from inaccurate supervision. In contrast,
NCM classifier retains high performance as 7. grows. The
results validate our finding that NCM is more robust to
label noise, which motivates us to investigate distance-based
method for noise detection. Moreover, in order to improve
the representation learning, one may remove noisy data
or rectify noisy labels during training. In this work, we
provide two ways of achieving this, by pseudo-labeling
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p=1 | p=10 | p =100
‘ Ve ‘ ‘ Ye ‘ ‘ Ye
| 0% 10% 20% 30% 40% 50% | | 0% 10% 20% 30% 40% 50% | | 0% 10% 20% 30% 40% 50%
0% | 93.15 92.85 92.76 92.55 9256 92.40 0% |86.78 8590 8543 8521 83.13 81.49 0% | 71.18 68.59 66.31 6592 61.83 57.58
10% | 91.43 9137 91.36 91.31 9133 91.41 10% | 81.13 80.22 78.84 77.60 77.05 75.13 10% | 62.48 6154 59.91 5870 5557 53.17
_|20%]90.40 9042 90.31 90.33 9035 9024 | _|20% 7691 7648 7615 7509 7520 73.66| , |20% |6133 60.18 59.92 57.98 56.34 52.82
T 30% | 88.74 88.80 88.77 88.58 88.73 8854 | < |30% |75.64 74.60 7436 7417 7276 71.17 | < |30% |55.26 55.05 53.79 54.05 50.45 47.74
40% | 87.00 8691 86.82 86.89 86.85 86.75 40% | 7226 71.61 70.95 69.96 70.05 67.83 40% | 51.98 51.22 51.05 50.36 50.12 46.28
50% | 84.57 84.53 84.46 8438 8429 83.95 50% | 67.01 67.04 66.83 64.68 64.16 64.15 50% | 41.70 40.90 40.75 40.07 38.61 36.73
TABLE 12: Accuracy (%) of cRT on CIFAR-10 with different imbalanced ratio p and noise level .
p=1 \ p =10 \ p =100
‘ Ye ‘ ‘ Ye ‘ ‘ Ve
| 0% 10% 20% 30% 40% 50% | | 0% 10% 20% 30% 40% 50% | | 0% 10% 20% 30% 40% 50%
0% | 92.77 9275 92.69 92.67 92.55 92.54 0% |88.14 88.08 87.97 87.89 87.72 87.45 0% | 79.59 79.64 79.67 79.64 79.57 78.63
10% | 91.29 9129 91.28 91.31 91.25 91.24 10% | 82.23 82.33 82.09 82.05 8191 81.91 10% | 6821 68.09 67.06 66.19 6535 6453
_|20%]9020 9024 9023 9026 9031 9024 | _|20% 7527 75.02 7473 74.37 7382 7325| _|20% |66.80 6659 6625 6598 64.95 63.70
©130% | 8851 8851 88.48 8855 88.53 8853 | < |30% |74.99 7501 7498 7476 7452 7409 | < |30% |61.68 6122 61.06 6091 60.04 59.19
40% | 86.77 86.80 86.78 86.80 86.79 86.76 40% | 7045 69.75 69.40 69.07 68.43 67.97 40% | 56.57 56.46 5621 5592 5547 54.60
50% | 83.78 83.78 83.78 83.77 83.79 83.77 50% | 66.16 65.82 65.62 6540 65.07 64.82 50% | 44.66 44.08 43.98 43.18 43.10 42.61
TABLE 13: Accuracy (%) of NCM on CIFAR-10 with different imbalanced ratio p and noise level .
p=1 ‘ p =10 ‘ p =100
‘ Ve ‘ ‘ Ye ‘ ‘ Ye
| 0% 10% 20% 30% 40% 50% | | 0% 10% 20% 30% 40% 50% | | 0% 10% 20% 30% 40% 50%
0% | 69.73 68.90 68.09 67.49 66.61 65.70 0% |56.62 5355 5221 50.52 49.09 47.34 0% |39.44 3543 3393 3234 31.32 29.68
10% | 68.55 68.03 67.38 66.58 66.48 65.87 10% | 50.55 49.13 47.89 46.23 4455 43.36 10% | 33.19 3225 30.69 28.76 27.61 2597
_|20% | 6551 6521 64.86 64.45 6446 63.96| _[20% 4531 4422 4256 4173 4027 3861 | _|20% |27.77 27.02 2631 2457 2379 22.82
T 130% | 63.01 6274 6232 6202 61.65 60.96| < |30% |41.72 40.82 39.77 37.80 37.84 3638 | < |30% |24.91 2383 23.61 2148 21.28 19.61
40% | 60.78 60.42 60.30 59.73 59.19 58.93 40% | 37.33 36.76 3531 34.46 32.18 32.68 40% | 23.02 2238 22.04 2149 20.62 19.48
50% | 57.88 57.51 5698 56.83 55.97 55.14 50% | 32.07 31.09 3029 29.90 28.58 25.55 50% | 19.05 18.60 17.93 17.67 16.89 16.01
TABLE 14: Accuracy (%) of cRT on CIFAR-100 with different imbalanced ratio p and noise level .
p=1 \ p=10 | p =100
\ Ve \ \ Ye \ \ Ve
| 0% 10% 20% 30% 40% 50% | | 0% 10% 20% 30% 40% 50% | | 0% 10% 20% 30% 40% 50%
0% | 6694 6671 66.37 6579 6484 64.07 0% |56.05 55.63 5522 54.14 53.18 51.78 0% |41.73 4118 4059 39.81 38.56 37.95
10% | 65.72 65.84 65.66 65.27 64.83 64.16 10% | 5049 50.76 50.14 49.53 49.51 48.16 10% | 3543 34.89 3449 3377 3293 3211
_|20% | 6308 6292 6326 6261 6267 6215| _|20% 4522 4505 4515 44.83 4421 4322| _|20% | 3047 2995 2945 2874 2856 28.13
T 130% | 60.82 60.64 60.62 60.81 60.29 60.16| < |30% |41.82 41.66 41.23 4131 40.27 39.68 | < |30% |2597 2550 25.17 24.74 23.96 22.59
40% | 57.87 58.00 57.81 57.82 57.91 57.55 40% | 36.13 36.32 36.19 3581 3541 34.84 40% | 23.89 2347 22.80 2229 21.84 20.50
50% | 55.24 55.25 55.05 55.01 54.64 54.95 50% | 30.85 30.63 30.50 30.07 29.84 29.34 50% | 19.16 18.63 1847 1815 16.89 16.77

TABLE 15: Accuracy (%) of NCM on CIFAR-100 with different imbalanced ratio p and noise level .

using either ERM predictions or soft pseudo-labels. Recall
that, NCM computes the classification vectors for each class
by taking the mean of all vectors belonging to that class.
Thus, the classification accuracy is directly related to the
feature representation quality. By observing considerable
performance gains for NCM, it shows the effectiveness of
our pseudo-labeling method for representation learning.

4.8 Discussion and Limitations

One may be interested in combining the proposed
method ROLT with other loss functions. In particular, we
attempt to optimize LDAM loss [50] during training and the

results are reported in the supplementary material. Indeed,
LDAM encourages the model to yield balanced classification
boundaries. However, it slightly distort these boundaries
when applied together with soft pseudo-labeling because
too much focus has been put on tail classes. Our experimen-
tal finding suggests using the ERM predictions as pseudo-
labels leading to more significant improvements.

Additionally, we admit that it is challenging to train
networks that consistently performs well under various
noise levels in LTL. Although ROLT can take both label
noise and class imbalance into account, its improvement is
less obvious when training on a clean dataset. We report the
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results in the supplementary material due to limited space.
This is because that the noise detector inevitably fits a two-
component GMM and flags some examples as noisy, leading
to loss of accurate supervision. We believe this concern can
be alleviated by estimating the noise proportion in training
data, which is another interesting research problem, and
leave this for future work.

5 CONCLUSION

In this paper, we propose to mitigate the influence of noisy
labels in long-tail learning and present a robust learning
framework. We reveal the failure of loss-based sample se-
lection criterion under long-tailed class distribution, and
establish a new distance-based criterion which can more
accurately select correctly-labeled examples for both head
and tail classes. Our method can be applied to many exist-
ing methods to improve their generalization. Moreover, we
propose a new noise generation method which incorporates
the class frequencies. We provide systematic studies on
benchmark and real-world datasets to verify the superiority
of the proposed framework by comparing to state-of-the-art
methods in the strands of long-tail learning and learning
with noisy labels. We believe that this work can motivate
more future studies on this underexplored yet realistic task.
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